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Abstract

Let $f$ be a normalized eigenform of level $N\ell^\alpha$ for some positive integer $\alpha$ and some odd prime $\ell$ satisfying $\gcd(\ell, n) = 1$. A construction of Deligne, Shimura, et. al., attaches an $\ell$-adic continuous two-dimensional Galois representation to $f$. The Refined Conjecture of Serre states that such a representation should in fact arise from a normalized eigenform of level prime to $\ell$.

In this thesis we present a proof of Ribet which allows us to “strip” these powers of $\ell$ from the level while still retaining the original Galois representation, i.e., the residual of our new representation arising from level $N$ will remain isomorphic to the residual of our original representation arising from level $N\ell^\alpha$. 
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Chapter 1

Elliptic Modular Forms

1.1 Modular forms over the full modular group

In order to define modular forms, we first need to introduce the full modular group, its congruence subgroups, and a group action which will be used throughout.

Let \( \mathcal{H} := \{ x + yi \in \mathbb{C} \mid x, y \in \mathbb{R}, y > 0 \} \) and \( \text{SL}_2(\mathbb{R}) := \{ \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \in \text{Mat}_2(\mathbb{R}) \mid ad - bc = 1 \} \).

We will define a group action of \( \text{SL}_2(\mathbb{R}) \) on \( \mathcal{H} \) by setting \( \gamma \cdot z = \frac{az + b}{cz + d} \) where \( \gamma = \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \in \text{SL}_2(\mathbb{R}) \) and \( z \in \mathcal{H} \), i.e., \( \text{SL}_2(\mathbb{R}) \) acts on \( \mathcal{H} \) by fractional linear transformations. We must verify that this satisfies the necessary properties to be a group action. Note that

\[
\text{Im}(\gamma \cdot z) = \text{Im}\left( \frac{az + b}{cz + d} \right) = \text{Im}\left( \frac{(az + b)(cz + d)}{|cz + d|^2} \right) = |cz + d|^{-2}\text{Im}(adz + bc\bar{z})
\]

and

\[
\text{Im}(adz + bc\bar{z}) = (ad - bc)\text{Im}(z) = \text{Im}(z).
\]
Thus, \( \text{Im}(\gamma \cdot z) = |cz + d|^{-2} \text{Im}(z) \). Hence, \( \mathcal{H} \) is preserved.

Let \( \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix}, \gamma' = \begin{pmatrix} a' & b' \\ c' & d' \end{pmatrix} \) be elements of \( \text{SL}_2(\mathbb{R}) \). Then

\[
I_2 \cdot z = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \cdot z = \frac{1z + 0}{0z + 1} = z
\]

and

\[
\gamma(\gamma' \cdot z) = \gamma \cdot \frac{az + b}{cz + d} = \frac{(aa' + bc')z + (ab' + bd')}{(ca' + dc')z + (cb' + dd')} = (\gamma \gamma') \cdot z.
\]

Thus, this is a group action.

However, for our purposes we will restrict our attention to a certain subgroup of \( \text{SL}_2(\mathbb{R}) \).

**Definition 1.** The full modular group is defined to be

\[
\text{SL}_2(\mathbb{Z}) = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{Mat}_2(\mathbb{Z}) | ad - bc = 1 \right\}
\]

and will be denoted by \( \Gamma(1) \).

Note that since \( \Gamma(1) \) is a subgroup of \( \text{SL}_2(\mathbb{R}) \), \( \Gamma(1) \) acts on \( \mathcal{H} \) as well. With this action in mind, we have the following definition.

**Definition 2.** Let \( f : \mathcal{H} \rightarrow \mathbb{C} \) be a meromorphic function. We say \( f \) is a weakly modular function of weight \( k \) and level \( \Gamma(1) \) if it satisfies the following:

\[
f(\gamma \cdot z) = (cz + d)^k f(z), \text{ for every } z \in \mathcal{H} \text{ and } \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma(1).\]

From this definition we can see that to study weakly modular functions, it will be helpful to know more about the structure of \( \Gamma(1) \). In order to do this we will prove the following:
Proposition 1. Let $T := \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}$ and $S := \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}$. Then, $\Gamma(1) = \langle S, T \rangle$.

Proof. First it is clear that since $S, T \in \Gamma(1)$, $\langle S, T \rangle \subseteq \Gamma(1)$. Let $\gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma(1)$. Note that if $c = 0$, i.e., $\gamma$ is upper triangular, then $a = d = \pm 1$. Also, as $b \in \mathbb{Z}$, we see that $\gamma = \pm IT^b = \pm I \begin{pmatrix} 1 & b \\ 0 & 1 \end{pmatrix}$, where the sign on $I$ matches the sign of $a$. Since $-I = S^2 \in \Gamma(1)$, we have that $\gamma \in \langle S, T \rangle$. Now, suppose that $c \neq 0$. Then it is sufficient to show that we can transform $\gamma$ into an upper triangular matrix using some element of $\langle S, T \rangle$. First, note that

$$\gamma^T = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \begin{pmatrix} 1 & 0 \\ n & 1 \end{pmatrix} = \begin{pmatrix} a & an + b \\ c & nc + d \end{pmatrix}.$$ 

Clearly, we can choose an $n \in \mathbb{Z}$ such that $|nc + d| \leq |c|/2 < |c|$. Therefore, given $(c, d)$, the bottom row of $\gamma$, we can find a new matrix with bottom row $(c, d')$, with $|d'| \leq |c|/2$. Now, note that

$$\gamma S = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} = \begin{pmatrix} b & -a \\ d & -c \end{pmatrix}.$$ 

Using this we can use the bottom row $(c, d')$ from above to find a matrix with bottom row $(d', -c)$. Hence, by repeating this process a finite number of times, we see that we can transform $\gamma$ into an upper triangular matrix using an element of $\langle S, T \rangle$. Thus, $\gamma \in \langle T, S \rangle$, which completes the proof.

Let $f$ be weakly modular of weight $k$ and level $\Gamma(1)$. Then we know that for every $z \in \mathbb{H}$, $f$ satisfies:

$$f(z + 1) = f(T \cdot z) = (1)^k f(z) = f(z)$$

$$f(z) = f(-I \cdot z) = (-1)^k f(z)$$
Thus, \( f \) has period 1, and either \( k \) is even or \( f \) is the zero function.

In order to define a modular form we must consider the action of \( \Gamma(1) \) on \( \overline{\mathfrak{H}} \), where \( \overline{\mathfrak{H}} := \mathfrak{H} \cup \mathbb{Q} \cup \{i\infty\} \). Note, by \( \mathbb{Q} \), we mean the set of complex numbers \( x + yi \), where \( x \) is rational and \( y \) is zero. The action of \( \Gamma(1) \) on \( i\infty \) is given by, \( \gamma \cdot i\infty = \frac{a}{c} \), for the same \( \gamma \) as before, and the action on \( \mathbb{Q} \) is the same as was defined for \( \mathfrak{H} \). We can now define an equivalence relation on the set \( \mathbb{Q} \cup \{i\infty\} \), by \( x \sim y \) if there exists some \( \gamma \in \Gamma(1) \) such that \( \gamma \cdot x = y \). It is not hard to see that \( \Gamma(1) \) acts transitively on the set \( \mathbb{Q} \cup \{i\infty\} \), i.e., the entire set becomes one equivalence class under the previously defined relation. While this relation is somewhat trivial in this case, it will become more important in later sections. We call this equivalence class the “cusp” at \( i\infty \).

Let \( f : \mathfrak{H} \to \mathbb{C} \) be a meromorphic period one function. Let \( D := \{z \in \mathbb{C} : |z| < 1\} \) be the open unit disk in \( \mathbb{C} \), and let \( D' := D - \{0\} \). Consider the change of variables \( z \mapsto q := e^{2\pi iz} \), where \( z \in \mathfrak{H} \). Note, this map is periodic and sends \( \mathfrak{H} \) to \( D' \) holomorphically. Also, this map gives us a function \( g : D' \to \mathbb{C} \) corresponding to \( f \) by \( g(q) = f(z) \). Since \( f \) is meromorphic, so is \( g \). Let \( g(q) = \sum_{n=-\infty}^{\infty} a_n q^n \) be the Laurent expansion of \( g \). We see that as \( \text{Im}(z) \to \infty \), we have \( q \to 0 \). We say \( f \) is meromorphic at \( i\infty \) if \( g \) extends meromorphically to the point at zero, i.e., if the coefficients \( a_n \) of the Laurent expansion of \( g \) are zero for all but finitely many negative \( n \). Also, we say that \( f \) is holomorphic at \( i\infty \) if \( a_n = 0 \) when \( n \) is negative, and finally we say that \( f \) vanishes at \( i\infty \) if \( a_n = 0 \) when \( n \) is not positive. From now on we will just consider the Fourier expansion \( f(z) = \sum_n a_n e^{2\pi inz} \) directly without referring to the corresponding function \( g \), although we will still denote \( e^{2\pi iz} \) by \( q \).

We saw earlier that our weakly modular functions were meromorphic and of period one, therefore by the preceding paragraph we can consider the behaviour of such functions at \( i\infty \). This leads us to our next definition.

**Definition 3.** We say a weakly modular function \( f \) of weight \( k \) and \( \Gamma(1) \) is a **modular form of weight** \( k \) **and level** \( \Gamma(1) \) if \( f \) is holomorphic on \( \mathfrak{H} \cup \{i\infty\} \). The set of all modular forms of
weight \( k \) and level \( \Gamma(1) \) is denoted \( M_k(\Gamma(1)) \). Further, we say that a modular form of weight \( k \) and level \( \Gamma(1) \) is a \textit{cusp form of weight \( k \) and level \( \Gamma(1) \)} if \( f \) vanishes at \( i\infty \). The set of all cusp forms of weight \( k \) and level \( \Gamma(1) \) is denoted \( S_k(\Gamma(1)) \).

Let \( f(z), g(z) \in M_k(\Gamma(1)) \). It is clear that \( cf(z) \in M_k(\Gamma(1)) \) for any \( c \in \mathbb{C} \), and that \( f(z) + g(z) \in M_k(\Gamma(1)) \). Combining these two facts it is not hard to see that \( M_k(\Gamma(1)) \) forms a \( \mathbb{C} \)-vector space. Note, the same holds for \( S_k(\Gamma(1)) \). Further, if \( f(z) \in M_{k_1}(\Gamma(1)) \) and \( g(z) \in M_{k_2}(\Gamma(1)) \), then \( f(z)g(z) \in M_{k_1+k_2}(\Gamma(1)) \). Once again, the same thing is true for cusp forms. Therefore, \( M(\Gamma(1)) := \bigcup_{k=0}^{\infty} M_k(\Gamma(1)) \) and \( S(\Gamma(1)) := \bigcup_{k=0}^{\infty} S_k(\Gamma(1)) \) are graded \( \mathbb{C} \)-algebras.

To give an example of a modular form, let \( k > 2 \) with \( k \) even. Define an Eisenstein Series by

\[
G_k(z) := \sum_{(m,n) \in \mathbb{Z}^2 \setminus \{(0,0)\}} \frac{1}{(mz+n)^k}.
\]

**Proposition 2.** The Eisenstein series, \( G_k(z) \), is a modular form of weight \( k \) and level \( \Gamma(1) \).

**Proof.** Let \( z \in \mathfrak{H} \). Define the lattice \( \Lambda := z\mathbb{Z} + \mathbb{Z} \). Then rewriting we have

\[
G_k(z) = \sum_{\substack{\omega \in \Lambda \\ \omega \neq 0}} \frac{1}{\omega^k}.
\]

Let \( P_1 \) be the parallelogram with boundary points \( \{-1 - z, -z, 1 - z, 1 + z, z, -1 + z, -1\} \). Let \( r \) and \( R \) denote the minimum and maximum distances from \( 0 \) to \( P_1 \), respectively. Then, if \( \omega \) is any of these 8 non-zero lattice points in \( P_1 \), then \( r \leq |\omega| \leq R \). If we now consider the parallelogram \( P_2 \) with boundary points

\[
\{-2 - 2z, -1 - 2z, -2z, 1 - 2z, 2 - 2z, 2 - z, 2, 2 + z, 2 + 2z,
1 + 2z, 2z, -1 + 2z, -2 + 2z, -2 + z, -2, -2 - z\},
\]
we see that if $\omega$ is now any of these 16 new lattice points in $P_2$, then $2r \leq |\omega| \leq 2R$. In general, in $P_n$ we have $8n$ new lattice points such that $nr \leq |\omega| \leq nR$, for any new lattice point $\omega$ in $P_n$. Therefore,

$$\frac{1}{(nR)^k} \leq \frac{1}{|\omega|^k} \leq \frac{1}{(nr)^k},$$

for any new lattice point $\omega$ in $P_n$. Let $S_n$ denote the sum of $\frac{1}{|\omega|^k}$ over the first $n$ parallelograms $P_i$, i.e., we take the summation over the $8 \sum_{l=1}^n l$ non-zero lattice points nearest to the origin. Then,

$$\sum_{l=1}^n \frac{8l}{(Rl)^k} = \frac{8}{R^k} \sum_{l=1}^n \frac{1}{lk^{-1}} \leq S_n \leq \frac{8}{r^k} \sum_{l=1}^n \frac{1}{lk^{-1}} = \sum_{l=1}^n \frac{8l}{(rl)^k}.$$

Thus, $S_n \leq \frac{8\zeta(k-1)}{r^k}$, where $\zeta$ is the Riemann zeta function. Note, our upper bound does not depend on $n$, hence

$$\lim_{n \to \infty} S_n \leq \frac{8\zeta(k-1)}{r^k} < \infty,$$

where the final inequality comes from the fact that $\zeta(s)$ converges when the real part of $s$ is greater than 1. This gives us absolute convergence for $G_k(z)$. Note, that as $G_k(z)$ is absolutely convergent on all of $\mathfrak{H}$, then it is not hard to see that $G_k(z)$ is uniformly convergent on any compact subset of $\mathfrak{H}$. Thus, $G_k(z)$ is holomorphic on $\mathfrak{H}$.

Now, as $S$ and $T$ generate $\Gamma(1)$, it is sufficient to show that $G_k(z + 1) = G_k(z)$, and $G_k(-1/z) = z^kG_k(z)$ in order to show that $G_k(z)$ is a weakly modular function over $\Gamma(1)$.

Observe that,

$$G_k(z + 1) = \sum_{(m,n) \in \mathbb{Z}^2 \atop (m,n) \neq (0,0)} \frac{1}{(m(z + 1) + n)^k}$$

$$= \sum_{(m,n) \in \mathbb{Z}^2 \atop (m,n) \neq (0,0)} \frac{1}{(mz + (m+n))^k}$$

6
\[
\sum_{(m,d) \in \mathbb{Z}^2} \frac{1}{(mz + d)^k}
\]

\[
G_k(z)
\]

and

\[
z^{-k}G_k(-1/z) = \sum_{(m,n) \in \mathbb{Z}^2} \frac{z^{-k}}{(m(-1/z) + n)^k}
\]

\[
= \sum_{(m,n) \in \mathbb{Z}^2} \frac{1}{(m + nz)^k}
\]

\[
= G_k(z).
\]

Thus, \(G_k(z)\) is a weakly modular function of weight \(k\) and level \(\Gamma(1)\). All that remains is to show that \(G_k(z)\) is holomorphic at \(i \infty\). In order to do this we will determine the Fourier expansion of \(G_k(z)\).

Let \(\sigma_k(n) := \sum_{d \mid n} d^{k-1}\) and let \(B_k\) denote the \(k^{th}\) Bernoulli number which is given as the \(k^{th}\) coefficient in the Taylor series expansion of \(\frac{x}{e^x - 1}\). We begin by taking the logarithmic derivative of the product formula for \(\sin a\) for \(a \in \mathbb{H}\). We obtain

\[
\pi \cot \pi a = \frac{1}{a} + \sum_{n=1}^{\infty} \left( \frac{1}{a + n} + \frac{1}{a - n} \right).
\]

(1.1)

Note we have used Hadamard’s formula in this step, which gives that \(\sin \pi a = \prod_{n \in \mathbb{Z}} (a - n)\). We can rewrite the left hand side to get:

\[
\pi \cot \pi a = \pi i + \frac{2\pi i}{e^{2\pi i a} - 1}.
\]

(1.2)
Multiply both sides of (1.2) by $a$ and replace $2\pi i a$ with $x$. The right hand side becomes

$$a \pi i + \frac{2\pi i a}{e^{2\pi i a} - 1} = \frac{x}{2} + \frac{x}{e^x - 1} = \frac{x}{2} + \sum_{k=0}^{\infty} \frac{B_k x^k}{k!}.$$ 

Multiplying the right hand side of (1.1) by $a$ and rewriting yields:

$$1 + \sum_{n=1}^{\infty} \left( \frac{a}{a+n} + \frac{a}{a-n} \right) = 1 + \sum_{n=1}^{\infty} \frac{a}{n} \left( \frac{1}{a/n+1} + \frac{1}{a/n-1} \right)$$

$$= 1 + \sum_{n=1}^{\infty} \frac{x}{2\pi i n} \left( \frac{1}{1 - \frac{x}{2\pi i n}} - \frac{1}{1 - \frac{x}{2\pi i n}} \right)$$

$$= 1 + \sum_{n=1}^{\infty} \frac{x}{2\pi i n} \left( \sum_{k=0}^{\infty} \left( \frac{-x}{2\pi i n} \right)^k - \sum_{k=0}^{\infty} \left( \frac{x}{2\pi i n} \right)^k \right)$$

$$= 1 + \sum_{m=1}^{\infty} \left( \frac{(-1)^{m-1}}{(2\pi i)^m} \sum_{j=1}^{\infty} \frac{1}{j^m} - \frac{1}{(2\pi i)^m} \sum_{j=1}^{\infty} \frac{1}{j^m} \right) x^m$$

$$= 1 - \sum_{m=1}^{\infty} \left( \frac{2}{(2\pi i)^{2m} \zeta(2m)} \right) x^{2m}.$$ 

Our equation now looks like:

$$\frac{x}{2} + \sum_{k=0}^{\infty} \frac{B_k x^k}{k!} = 1 - \sum_{n=1}^{\infty} \left( \frac{2}{(2\pi i)^{2n} \zeta(2n)} \right) x^{2n}.$$ 

Now, comparing the coefficients of $x^{2n}$ gives us that $B_0 = 1$, $B_1 = -1/2$, and $B_{2k+1} = 0$ for every $k > 1$. Further, when $k > 0$ and even we have the following well known identity:

$$\frac{\zeta(k)}{\pi^k} = \frac{(2i)^k B_k}{2^k k!}.$$  \hspace{1cm} (1.3)
Combining (1.1) and (1.2) yields the following equality

$$
\frac{1}{a} + \sum_{n=1}^{\infty} \left( \frac{1}{a + n} + \frac{1}{a - n} \right) = \pi i + \frac{2\pi i}{e^{2\pi i a} - 1}.
$$

(1.4)

Differentiating (1.4) with respect to \(a\) a total of \((k - 1)\)-times and replacing \(a\) with \(mz\) we get the following equation:

$$
\sum_{n=-\infty}^{\infty} \frac{1}{(mz + n)^k} = \frac{(2\pi i)^k}{(k - 1)!} \sum_{n=1}^{\infty} n^{k-1} e^{2\pi inmz}.
$$

Using the identity (1.3), replacing \(n\) by \(d\), and \(e^{2\pi iz}\) by \(q\) on the right hand side we get:

$$
\frac{(2\pi i)^k}{(k - 1)!} \sum_{n=1}^{\infty} n^{k-1} e^{2\pi inmz} = \frac{-2k}{B_k} \zeta(k) \sum_{d=1}^{\infty} d^{k-1} q^{dm}.
$$

Therefore,

$$
G_k(z) = \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} \frac{1}{(mz + n)^k}
\text{ for } (m, n) \neq (0, 0)
$$

$$
= \sum_{n=-\infty}^{\infty} \left( \frac{1}{n^k} \right) + 2 \sum_{m=1}^{\infty} \sum_{n=-\infty}^{\infty} \frac{1}{(mz + n)^k}
$$

$$
= 2\zeta(k) + 2 \sum_{m=1}^{\infty} \sum_{n=-\infty}^{\infty} \frac{1}{(mz + n)^k}
$$

$$
= 2\zeta(k) \left( 1 - \frac{2k}{B_k} \sum_{m,d=1}^{\infty} d^{k-1} q^{dm} \right).
$$

Fix a power of \(q\), say \(r\). Then \(d\) must take the value of every divisor of \(n\). Thus, our coefficient on \(q^n\) is \(\sigma_{k-1}(n)\). Thus,

$$
G_k(z) = 2\zeta(k) \left( 1 - \frac{2k}{B_k} \sum_{n=1}^{\infty} \sigma_{k-1}(n) q^n \right).
$$
From here, we can see that the Fourier expansion of \( G_k(z) \) has no negative terms, i.e., \( G_k(z) \) is holomorphic at \( i\infty \). This completes the proof that \( G_k(z) \in M_k(\Gamma(1)) \).

Not only have we proven that the Eisenstein series is a modular form, but in the process we have derived its Fourier expansion. In the future, we will need to make use of the normalized Eisenstein series, where normalized means that we multiply by a suitable constant so that the first Fourier coefficient is one. For this normalized series we get:

\[
E_k(z) := \frac{1}{2\zeta(k)}G_k(z) = 1 - \frac{2k}{B_k} \sum_{n=1}^{\infty} \sigma_{k-1}(n)q^n.
\]

Equivalently, we can define the normalized Eisenstein series as:

\[
E_k(z) = \frac{1}{2} \sum_{m,n\in\mathbb{Z}, (m,n)=1} \frac{1}{(mz+n)^k}.
\]

The equivalence of these is not hard to show and will be left as an exercise to the curious reader. Using these normalized Eisenstein series, we can construct a cusp form of \( \Gamma(1) \) level. For example, consider the following function:

\[
\Delta(z) := \frac{(2\pi)^{12}}{1728}(E_4(z)^3 - E_6(z)^2).
\]

This is called the \textit{discriminant modular form}, which comes from this function’s application to elliptic curves. From previous results we see that \( \Delta(z) \) is a modular form of \( \Gamma(1) \) level and weight 12. Further, we have that the constant term in the Fourier expansion of \( E_4(z)^3 \) is cancelled by the constant term in the Fourier expansion of \( E_6(z)^2 \), hence \( \Delta(z) \) is a cusp form. Using this same idea, we can prove the following:

\textbf{Proposition 3.} For \( k > 2 \), \( M_k(\Gamma(1)) = S_k(\Gamma(1)) \oplus \mathbb{C} \cdot E_k \).
Proof. Let \( f(z) = \sum_{n=0}^{\infty} a_n q^n \in M_k(\Gamma(1)) \). Then \( f(z) - a_0 E_k(z) \) has no constant term in its Fourier expansion. Hence, \( f(z) - a_0 E_k(z) \in S_k(\Gamma(1)) \). Noting that \( E_k(z) \notin S_k(\Gamma(1)) \), we have the desired result. \( \Box \)

1.2 Modular forms over congruence subgroups

In Section 1.1 we defined and gave examples of modular forms and cusp forms of full level. In this section we will be interested in defining modular forms and cusp forms of other levels. To begin, we must consider a special class of subgroups of \( \Gamma(1) \).

Definition 4. For \( N \in \mathbb{Z}_{>0} \), the subgroup
\[
\Gamma(N) := \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathbb{Z}) | a \equiv d \equiv 1 \pmod{N}, \ b \equiv c \equiv 0 \pmod{N} \right\}
\]
of \( \Gamma(1) \) is called the principal subgroup of level \( N \).

Note, if \( N' \) is a multiple of \( N \), then \( \Gamma(N') \leq \Gamma(N) \). We define a group homomorphism
\[
\psi : \Gamma(1) \to \text{SL}_2(\mathbb{Z}/N\mathbb{Z}), \quad \begin{pmatrix} a & b \\ c & d \end{pmatrix} \mapsto \begin{pmatrix} a & b \\ c & d \end{pmatrix} \pmod{N}.
\]
Then, \( \ker(\psi) = \Gamma(N) \), so we get that \( \Gamma(N) \triangleleft \Gamma(1) \).

Definition 5. We define a congruence subgroup of level \( N \) to be any subgroup \( H \) of \( \Gamma(1) \) satisfying \( \Gamma(N) \leq H \leq \Gamma(1) \).

Similarly, we have that if \( H \) is a congruence subgroup of level \( N \) and \( N' \) is a multiple of \( N \), then \( H \) is a congruence subgroup of level \( N' \). Some important congruence subgroups
that we will use throughout are:

\[
\Gamma_0(N) := \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma(1) | c \equiv 0 \pmod{N} \right\},
\]

\[
\Gamma_1(N) := \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma_0(N) | a \equiv d \equiv 1 \pmod{N} \right\},
\]

\[
\Gamma_0(N,M) := \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma_0(N) | b \equiv 0 \pmod{M} \right\}.
\]

Since congruence subgroups are contained in \(\Gamma(1)\), it is clear that we once again have a group action on \(\mathfrak{H}\). In order to define a modular function in this setting, we will need the weight \(k\) slash operator, which is defined in the following way:

\[
f_{|k}[\gamma](z) := \det \gamma^{k/2}(cz+d)^{-k}f(\gamma z), \text{ for } \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{GL}_2^+(\mathbb{Q}),
\]

where \(\text{GL}_2^+(\mathbb{Q})\) is the group of all two by two matrices with rational entries and positive determinant and \(f : \mathfrak{H} \to \mathbb{C}\). Note, given the action of \(\Gamma(1)\) on \(\mathfrak{H}\), the action of \(\text{GL}_2^+(\mathbb{Q})\) on \(\mathfrak{H}\) is obvious, although at the moment we are only concerned with elements of \(\Gamma(1)\). Also, if \(k\) is clear from the context, we omit it. The following proposition gives us a useful property of the slash operator.

**Proposition 4.** Let \(f : \mathfrak{H} \to \mathbb{C}\), and let \(k \in \mathbb{N}\). Also, let \(\gamma, \gamma' \in \text{GL}_2^+(\mathbb{Q})\). Then,

\[
f_{|k}[\gamma \gamma'](z) = (f_{|k}[\gamma])(|k'|(z)).
\]
Proof. Suppose that $\gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix}$ and $\gamma' = \begin{pmatrix} a' & b' \\ c' & d' \end{pmatrix}$. Expanding out $f|_{k[\gamma\gamma']}(z)$ yields:

$$f|_{k[\gamma\gamma']}(z) = \det (\gamma\gamma')^{k/2}((dc'+ca')z + (cb'+dd'))^{-k} f((\gamma\gamma')z) = \det (\gamma)^{k/2} \det (\gamma')^{k/2} (c'z + d')^{-k} f(\gamma'z) = (f|_{k[\gamma]})|_{k[\gamma']}(z).$$

Using this operator, we make the following definition.

**Definition 6.** Let $f : \mathcal{H} \to \mathbb{C}$ be a meromorphic function. Let $\Gamma \leq \Gamma(1)$ be a congruence subgroup of level $N$. We say $f$ is a weakly modular function of weight $k$ and level $\Gamma$ if it satisfies the following:

$$f|_{k[\gamma]}(z) = f(z), \text{ for every } z \in \mathcal{H}, \gamma \in \Gamma.$$ 

**Note.** If the subgroup is clear from context, we say that $f$ has level $N$.

In order to define a modular form in this setting, we will need to examine the behaviour of such a function at all cusps. In order to make this more explicit, we must first define what is meant by a cusp. Note that while $\Gamma(1)$ acts transitively on the cusps, it is not true that congruence subgroups do the same. For example, it is not hard to see that there is no $\gamma \in \Gamma(3)$ such that $\gamma \cdot \{i\infty\} = 1/2$. Therefore, unlike the full level case, the equivalence relation defined in §1.1 divides $\{i\infty\} \cup \mathbb{Q}$ into multiple equivalence classes.

**Definition 7.** Let $\Gamma \leq \Gamma(1)$ be a congruence subgroup. A cusp is defined to be an equivalence class of $\{i\infty\} \cup \mathbb{Q}$ under the action of $\Gamma$ on $\overline{\mathcal{H}}$.  
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In order to make this behaviour of modular functions at the cusps more precise, we will first look at the cusp at \( i\infty \) as we did in §1.1. The major difference in this setting is that for some congruence subgroups \( \Gamma \leq \Gamma(1) \), we may not have that our translation matrix \( T \) from §1.1 is an element of \( \Gamma \). However, we can see that for some \( h \in \mathbb{Z} \),

\[
T^h := \begin{pmatrix} 1 & h \\ 0 & 1 \end{pmatrix} \in \Gamma.
\]

As an example, consider the group \( \Gamma(N) \). The group has \( T^N \) as an element, but not \( T \). With this difference in consideration, we see that a weakly modular function \( f \) may no longer have period 1, but will certainly have period \( h \), for some integer \( h \). Then, just as in the previous section, we see that there is some function \( g : D' \to \mathbb{C} \) corresponding to our weakly modular function \( f \), where \( D' \) is the punctured unit disc in the complex plane. However, we now have that \( f(z) = g(q_h) \) where \( q_h := e^{2\pi iz/h} \). Note, again we have that the map \( z \mapsto q_h \) is a holomorphic map from \( \mathbb{C} \) to \( D' \). As in §1.1, we have the Fourier expansion \( f(z) = \sum_n a_n e^{2\pi inz/h} \), and we say \( f \) is meromorphic at \( i\infty \) if \( a_n = 0 \) for all but finitely many negative \( n \). Also, \( f \) is holomorphic at \( i\infty \) if \( a_n = 0 \) for all negative \( n \), and \( f \) vanishes at \( i\infty \) if \( a_n = 0 \) for all non-positive \( n \).

In this setting, it is not enough to consider the behavior of a modular function at just one cusp since we will require holomorphicity at every cusp in order to define a modular form for a congruence subgroup. First note that since \( \Gamma(1) \) acts transitively on the set \( \{i\infty\} \cup \mathbb{Q} \), we have that for every rational number \( r \), there exists some \( \gamma \in \Gamma(1) \) such that \( \gamma r = i\infty \). Using the same \( f \) as in the previous paragraph, we will consider the function \( g(z) := f|_k[\gamma^{-1}](z) \). First, we will prove the following:

**Proposition 5.** Let \( f \) be a weakly modular function of weight \( k \) and level \( \Gamma \) with \( \Gamma(N) \leq \Gamma \leq \Gamma(1) \). Let \( \gamma \in \Gamma(1) \). Then, \( f|_k[\gamma] \) is a weakly modular function of weight \( k \) and level
Proof. Note, for \( \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \) and \( z \in \mathcal{H} \), we have that \( cz + d \) is never zero or infinity, hence \( f|_k[\gamma] \) is still meromorphic with the same zeros and poles as \( f \). Now, let \( \gamma' \in \gamma^{-1}\Gamma \gamma \). We can write \( \gamma' = \gamma^{-1}g\gamma \) for some \( g \in \Gamma \). Then,

\[
(f|_k[\gamma])|_{k[\gamma]}(z) = (f|_k[\gamma])|_{k[\gamma^{-1}g\gamma]}(z) = f|_k[g\gamma^{-1}g\gamma](z) = f|_k[g\gamma](z) = f|_k[\gamma](z)
\]

Thus, completing the proof.

An important fact to note in light of this proposition is that since \( \Gamma(N) \vartriangleleft \Gamma(1) \), we have that \( \Gamma(N) \leq \gamma^{-1}\Gamma \gamma \), i.e., \( \gamma^{-1}\Gamma \gamma \) is again a congruence subgroup of the same level as \( \Gamma \) for every \( \gamma \in \Gamma(1) \). From this we have that our translation matrix \( T^h \) is in \( \gamma^{-1}\Gamma \gamma \) as well.

Returning to our previous function \( g(z) \), we can see that \( g \) has period \( h \) for some positive integer \( h \). From this, we get the Fourier expansion \( g(z) := \sum_{n=-\infty}^{\infty} a_n q^n \), which we can then use to examine the behavior of \( g \) at \( i\infty \). By construction the behavior of \( g \) near \( i\infty \) is the same as the behavior of our original function \( f(z) \) near our rational number \( r \). Thus, we can use this method to examine the behavior of a weakly modular function at any rational number, hence at any cusp. This brings us to our main definition:

**Definition 8.** Let \( \Gamma \leq \Gamma(1) \) be a congruence subgroup. Let \( k \) be a positive integer. Let \( f \) be a weakly modular function of weight \( k \) and level \( \Gamma \) which is also holomorphic on \( \mathcal{H} \). We say that \( f \) is a **modular form of weight \( k \) and level \( \Gamma \)** if \( f|_k[\gamma] \) is holomorphic at \( i\infty \) for all \( \gamma \in \Gamma(1) \). Further, if \( f|_k[\gamma] \) vanishes at \( i\infty \) for all \( \gamma \in \Gamma(1) \) then we say that \( f \) is a **cusp form**.
of weight $k$ and level $\Gamma$.

We denote the space of weight $k$, level $\Gamma$ modular forms by $M_k(\Gamma)$. Similarly, we denote the space of weight $k$, level $\Gamma$ cusp forms by $S_k(\Gamma)$.

As an example, we again consider an Eisenstein series, although this time of levels $\Gamma(N)$ and $\Gamma_1(N)$, for some $N \in \mathbb{N}$. Let $\overline{v} \in (\mathbb{Z}/N\mathbb{Z})^2$, and let $k > 2$ be an integer. Consider the following series

$$G^\pi_k(z) := \sum_{(m,n) \in \mathbb{Z}^2} \frac{1}{(mz + n)^k}.$$  

Note, if $\overline{v} = (0,0)$ then remove the point $(m,n) = (0,0)$ from the summation. As in the previous section we can compute the Fourier expansion of such an Eisenstein series. In order to explicitly state the Fourier expansion of this Eisenstein series when $N > 1$ we will need the following definitions:

$$\delta(v_1) := \begin{cases} 
1 & \text{if } v_1 = 0 \\
0 & \text{otherwise} 
\end{cases},$$

$$\zeta^{v_2}(k) := \sum_{d \equiv \overline{v}_2 (\text{mod } N) \atop d \neq 0} \frac{1}{d^k},$$

$$C_k := \frac{(-2\pi i)^k}{(k-1)!},$$

$$\xi_N := e^{2\pi i/N},$$

$$\sigma^\pi_{k-1} := \sum_{n/m \equiv v_1 (\text{mod } N) \atop n/m \in \mathbb{Z}/N\mathbb{Z}} \text{sgn}(m)m^{k-1} \xi_N^m.$$  

Using these definitions we get the Fourier expansion,

$$G^\pi_k(z) = \delta(v_1)\zeta^{v_2}(k) + \frac{C_k}{N^k} \sum_{n=1}^{\infty} \sigma^\pi_{k-1}(n)q_N^n.$$  

For more details regarding the derivation of this Fourier expansion, one can refer to Chapter
4, §2 of [5]. It should be mentioned that we can also consider the normalized Eisenstein series just as in §1. Let $\epsilon_N = 1/2$ if $N = 2$, otherwise let $\epsilon_N = 1$. Then, the normalized Eisenstein series associated to $G_k(z)$ is given by:

$$E_k^\tau(z) := \epsilon_N \sum_{(m,n) \equiv \tau \pmod{N}}^{(m,n) = 1} \frac{1}{(mz + n)^k}.$$ 

The relation between $G_k^\tau(z)$ and $E_k^\tau(z)$ is the following:

$$G_k^\tau(z) = \frac{1}{\epsilon_N} \sum_{n \in (\mathbb{Z}/N\mathbb{Z})^*} \zeta^n_+(k) E_k^{n-\tau}(z).$$

Where $\zeta^n_+(k) := \sum_{m=1}^{\infty} \frac{1}{m^k}$ is a modified Riemann zeta function. The main thing to note from this relationship is that $G_k^\tau$ can be represented as a linear combination of normalized Eisenstein series.

**Proposition 6.** ([12, Prop. 3.3.21]) $G_k^\tau(z) \in M_k(\Gamma(N))$. Further, if $\nu_1 \equiv 0 \pmod{N}$, then $G_k^\tau(z) \in M_k(\Gamma_1(N))$.

Now, we wish to examine the structure of $M_k(\Gamma_1(N))$ and $S_k(\Gamma_1(N))$ a little more closely. In order to do this we will need the following definition.

**Definition 9.** A Dirichlet character modulo $N$ is a group homomorphism,

$$\chi : (\mathbb{Z}/N\mathbb{Z})^* \to \mathbb{C}^*.$$ 

**Note.** For conciseness in the future we will just refer to $\chi$ as a character modulo $N$.

Let $\chi$ be a character modulo $N$. If we define $\chi(n) = 0$ for all non-units $n \in \mathbb{Z}/N\mathbb{Z}$, then we can think of $\chi$ as map from $\mathbb{Z}/N\mathbb{Z}$ to $\mathbb{C}$. Further, for all $n \in \mathbb{Z}$ if we define
\( \chi(n) := \chi(n \mod N) \), then we can think of \( \chi \) as a map from \( \mathbb{Z} \) to \( \mathbb{C} \). For a character \( \chi \) modulo \( N \) define the following set

\[
M_k(N, \chi) := \{ f \in M_k(\Gamma_1(N)) \mid f|_\gamma = \chi(\gamma)f \text{ for } \gamma \in \Gamma_0(N) \}
\]

where \( \chi(\gamma) := \chi(d) \) for \( \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \). If \( \chi'(n) = 1 \) for all \( n \) satisfying \((n,N) = 1\), we call \( \chi' \) the trivial character modulo \( N \), and \( M_k(N, \chi') = M_k(\Gamma_0(N)) \). Note, if \( f \in M_k(N, \chi) \), we say \( f \) is a modular form with character \( \chi \). It is not hard to see that the set \( M_k(N, \chi) = \{0\} \) if \( \chi(-1) \neq (-1)^k \). To see this let \( \gamma = \begin{pmatrix} -1 & 0 \\ 0 & -1 \end{pmatrix} \). Suppose \( N > 2 \). Note, \( \gamma \in \Gamma_0(N) \). Let \( f \in M_k(N, \chi) \). Then we have the following:

\( f|_\gamma = (-1)^k f = \chi(-1)f \).

Therefore, if \((-1)^k \neq \chi(-1)\) then \( f = 0 \). In the future, unless otherwise stated, we will assume that this parity condition is satisfied by our associated characters.

As an example of such a form we can construct an Eisenstein series which is a certain linear combination of our previous Eisenstein series \( G^\pi_k \). Let \( \chi \) and \( \psi \) be characters modulo \( s \) and \( t \) respectively, where \( st = N \). Also, we require that \((\chi \psi)(-1) = (-1)^k \). Let \( \psi \) be primitive. Now define the following Eisenstein series for \( k > 2 \):

\[
G^\chi_\psi(z) := \sum_{c=0}^{s-1} \sum_{d=0}^{t-1} \sum_{e=0}^{s-1} \chi(d)\overline{\psi}(d)G_k^{(c,d+ev)}(z).
\]

Where \( \overline{\psi} \) denotes the complex conjugate of \( \psi \).

**Proposition 7.** ([5, Pg. 127]) \( G^\chi_\psi(z) \in M_k(N, \chi \psi) \). Note, we are considering \( \chi \) and \( \psi \) lifted to characters modulo \( N \), so it makes sense to take their product.
To see the Fourier expansion of this Eisenstein series we will give the Fourier expansion of the corresponding normalized Eisenstein series and the constant multiple which yields $G_{k}^{\chi,\psi}(z)$. First, define the following normalized Eisenstein series by its Fourier expansion:

$$E_{k}^{\chi,\psi}(z) := \delta(\chi)L(1-k,\psi) + 2\sum_{n=1}^{\infty}\sigma_{k-1}^{\chi,\psi}(n)q^{n},$$

where $\delta(\chi) = 1$ if $\chi$ is the trivial character, otherwise $\delta(\chi) = 0$. Also, set

$$\sigma_{k-1}^{\chi,\psi}(n) := \sum_{\substack{m | n \\ m > 0}} \chi(n/m)\psi(m)m^{k-1}.$$

**Theorem 8.** ([5, Thm. 4.5.1]) We have

$$G_{k}^{\chi,\psi}(z) = \frac{C_{k}g(\overline{\psi})}{t^{k}}E_{k}^{\chi,\psi}(z).$$

This property of being able to explicitly compute the Fourier coefficients of Eisenstein series will be very useful in later sections.

Concerning the structure of the sets $M_{k}(\Gamma_{1}(N))$ and $S_{k}(\Gamma_{1}(N))$ we have the following proposition.

**Proposition 9.** ([12, Prop. 3.3.28]) The spaces $M_{k}(\Gamma_{1}(N))$ and $S_{k}(\Gamma_{1}(N))$ have the following decompositions

$$M_{k}(\Gamma_{1}(N)) \cong \bigoplus_{\chi} M_{k}(N,\chi),$$

$$S_{k}(\Gamma_{1}(N)) \cong \bigoplus_{\chi} S_{k}(N,\chi),$$

where the definition of $S_{k}(N,\chi)$ should be clear from above and the summation is taken over all characters modulo $N$.  
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1.3 Hecke Operators

In this section we will define and examine a certain set of operators on our space $M_k(\Gamma)$. Throughout let $f \in M_k(N, \chi)$ unless otherwise stated. To begin, we will need some preliminary operators, namely, the $U_n$ and $V_n$ operators, defined as follows:

$$f|U_n := n^{k/2-1} \sum_{u=0}^{n-1} f| \begin{pmatrix} 1 & u \\ 0 & n \end{pmatrix}$$

$$f|V_n := n^{-k/2} f| \begin{pmatrix} n & 0 \\ 0 & 1 \end{pmatrix}.$$

Of particular interest with these operators is their affect on the Fourier expansion of a given modular form.

**Proposition 10.** Let $f(z) = \sum_{n=0}^{\infty} a_n q^n \in M_k(\Gamma)$ for some congruence subgroup $\Gamma$. Then we have the following:

1. $(f|U_m)(z) = \sum_{n=0}^{\infty} a_{mn} q^n$.

2. $(f|V_m)(z) = \sum_{n=0}^{\infty} a_n q^{mn}$. 

Proof. Expanding out the definition of the $U_m$ operator gives the following:

\[
(f|U_m)(z) = m^{k/2-1} \sum_{u=0}^{m-1} f| \left( \begin{array}{cc} 1 & u \\ 0 & m \end{array} \right)(z)
\]

\[
= m^{k/2-1} \sum_{u=0}^{m-1} m^{k/2} m^{-k} f \left( \frac{z + u}{m} \right)
\]

\[
= m^{-1} \sum_{u=0}^{m-1} \sum_{n=0}^{\infty} a_n e^{2\pi i (z + u)/m}
\]

\[
= m^{-1} \sum_{u=0}^{m-1} \sum_{n=0}^{\infty} a_n e^{2\pi i n z/m} e^{2\pi i u/m}.
\]

Note if $m|n$ then $\sum_{u=0}^{m-1} e^{2\pi i u/n} = m$ and if $(m, n) = d < m$ then $\sum_{u=0}^{m-1} e^{2\pi i u/n} = \sum_{u=0}^{m-1} e^{2\pi i u/m} = 0$ as this would be $\left( \frac{n}{d} \right)$ summations of all $(\frac{m}{d})^{th}$ roots of unity. Using this fact we get the following:

\[
(f|U_m)(z) = m^{-1} \sum_{n=0}^{\infty} m a_n e^{2\pi i n z/m}
\]

\[
= \sum_{n=0}^{\infty} a_n e^{2\pi i n z/m}.
\]

This gives us the following Fourier expansion,

\[
(f|U_m)(z) = \sum_{n=0}^{\infty} b_n q^n,
\]

where $b_n := a_{nm}$, which is the desired result.

Note, part (2) follows from a similar argument. \hspace{1cm} \Box

Notice, from the Fourier expansions of $f|U_m$ and $f|V_m$ it is clear that the $U$ and $V$ operators preserve the property of “vanishing at cusps”. Let $p$ be a prime. Using the $U$ and
$V$ operators define the following operator:

$$T_pf := \begin{cases} 
  f|U_p & \text{if } (p,N) \neq 1 \\
  f|U_p + \chi(p)p^{k-1}f|V_p & \text{if } (p,N) = 1.
\end{cases}$$

The operator $T_p$ is known as the $p^{th}$ Hecke operator. We have the following lemma, which we will not prove.

**Lemma 11.** ([5, Prop. 5.2.2]) If $f \in M_k(N,\chi)$ then so is $T_pf$. Further, if $f \in S_k(N,\chi)$ then so is $T_pf$.

We will prove the following basic fact about the commutativity of Hecke operators.

**Lemma 12.** Let $p$ and $q$ be distinct primes. Then $T_pT_q = T_qT_p$.

**Proof.** To begin, we denote the $n^{th}$ Fourier coefficient of a modular form $f$ by $a_n(f)$. In order to prove this fact we will simply prove that the $n^{th}$ Fourier coefficient of $T_p(T_qf)$ is the same as the $n^{th}$ Fourier coefficient of $T_q(T_pf)$. Suppose that $(p,N) \neq 1$ and $(q,N) \neq 1$ where $N$ is the level of $f$. Note, we will only prove this case since the other two cases follow similarly and are in fact easier. We have the following,

$$a_n(T_p(T_qf)) = a_{np}(T_qf) + \chi(p)p^{k-1}a_{n/p}(T_qf)$$

$$= a_{npq}(f) + \chi(q)q^{k-1}a_{np/q}(f) + \chi(p)p^{k-1}a_{nq/p}(f) + \chi(pq)(pq)^{k-1}a_{n/pq}(f)$$

$$= a_{nq}(T_pf) + \chi(q)q^{k-1}a_{n/q}(T_pf)$$

$$= a_n(T_q(T_pf)).$$

This completes the proof.

We extend our definition to $T_n$ where $n$ is not necessarily prime. In order to do this let $n = \prod_{i=1}^{r} p_i^{e_i}$ be the prime factorization of $n$. Define $T_1$ to be the identity operator. For an
integer $s \geq 2$, define the following:

$$T_{p^s} := T_p T_{p^{s-1}} - p^{k-1} \chi(p) T_{p^{s-2}}.$$ 

This gives a way to inductively deal with powers of primes. Further, for any positive integers $i, j$ and $q$ a prime different from $p$ we define

$$T_{p^i q^j} := T_{p^i} T_{q^j}.$$ 

Combining these two gives us the following:

$$T_n = \prod_{i=1}^r T_{p_i^{e_i}}.$$ 

Note, from above we also easily get that $T_m T_n = T_n T_m$ for $m, n$ integers such that $(m, n) = 1$. Just as with the $U$ and $V$ operators we will be interested in looking at the Fourier expansion of $T_n f$. With regards to this we have the following proposition.

**Proposition 13.** ([5, Prop. 5.3.1]) Let $f \in M_k(N, \chi)$. Then,

$$a_m(T_n f) = \sum_{d \mid \gcd(m, n)} \chi(d) d^{k-1} a_{mn/d^2}(f).$$

**Proof.** This proof is similar to the proof of the Fourier expansion of $f|U_n$, albeit slightly more involved. 

\[ \square \]

### 1.4 Eigenforms

In this section we will delve deeper into the structure of the spaces $M_k(\Gamma)$ and $S_k(\Gamma)$, where $\Gamma$ is a congruence subgroup. To begin, we will define an inner product on the space
$S_k(\Gamma)$. We will need the following definition.

**Definition 10.** Let $\mathcal{F}$ be a closed region in $\mathfrak{h}$. Let $\Gamma$ be congruence subgroup. We say $\mathcal{F}$ is a fundamental domain for $\Gamma$ if for every $z \in \mathfrak{h}$ there exists some $\gamma \in \Gamma$ and $z' \in \mathcal{F}$ such that $\gamma \cdot z = z'$, and if for any two interior points $z_1, z_2 \in \mathcal{F}$ there is no $\gamma \in \Gamma$ such that $\gamma \cdot z_1 = z_2$. We will denote a fundamental domain for $\Gamma$ by $\Gamma \backslash \mathfrak{h}$.

As an example we have the following fundamental domain for $\Gamma(1)$:

$$\Gamma(1) \backslash \mathfrak{h} = \{ z \in \mathfrak{h} | -1/2 \leq \text{Re}(z) \leq 1/2 \text{ and } |z| \geq 1 \} .$$

We define an inner product on $S_k(\Gamma)$ for $\Gamma$ a congruence subgroup as follows.

**Definition 11.** Let $\Gamma$ be a congruence subgroup. Define $\Gamma(1) := \Gamma(1)/\pm I$, and let $\overline{\Gamma}$ be defined to be the image of $\Gamma$ in $\Gamma(1)$. We define the Petersson inner product $<,>_{\Gamma}$:

$$<,>_{\Gamma} : M_k(\Gamma) \times S_k(\Gamma) \to \mathbb{C},$$

given by

$$< f, g >_{\Gamma} = \frac{1}{[\Gamma(1) : \Gamma]} \int_{\Gamma \backslash \mathfrak{h}} f(z) \overline{g(z)} y^k dx dy / y^2 .$$

We will drop the subscript on $<,>$ when it is clear from context.

It is clear that $<,>_{\Gamma}$ is linear in the first term and anti-linear in the second term, and that $< f, g >_{\Gamma} = \overline{< g, f >_{\Gamma}}$. These are the properties necessary for $<,>_{\Gamma}$ to be a Hermitian inner product. Therefore, with $<,>_{\Gamma}$ we have that $S_k(\Gamma)$ is an inner product space. We should also note that if both $f$ and $g$ are not cusp forms then the integral will not converge.

Recall that if we have an operator $T$ on an inner product space then we define the adjoint of $T$ to be the operator $T^*$ satisfying

$$< Tf, g > = < f, T^* g > .$$
We have the following result describing the adjoints of the Hecke operators with respect to the Petersson inner product

**Proposition 14.** ([12, Prop. 48]) Let \( f, g \in M_k(N, \chi) \) with at least one a cusp form. Then for \( n \) prime to \( N \) we have \( \langle T_n f, g \rangle = \chi(n) \langle f, T_n g \rangle \).

From the previous proposition we see that for \( n \) prime to \( N \), then \( T_n^* = \chi(n)T_n \). Therefore, \( T_nT_n^* = T_n^*T_n \), i.e., \( T_n \) is a normal operator on \( M_k(N, \chi) \). The spectral theorem from linear algebra tells us that we can find an orthogonal basis of \( M_k(N, \chi) \) where each basis element is a simultaneous eigenfunction of all Hecke operators \( T_n \) for \((n, N) = 1\). Since these eigenfunctions are also modular forms, we will refer to them as eigenforms.

We can further refine our view of this basis by considering the subspaces \( S_k(N, \chi) \) and \( E_k(N, \chi) := S_k(N, \chi)^\perp \), where the orthogonal complement is taken with respect to the Petersson inner product in the space \( M_k(N, \chi) \). By construction we have that

\[
M_k(N, \chi) \cong S_k(N, \chi) \oplus E_k(N, \chi),
\]

which should be reminiscent of Proposition 3 from §1.1. Naturally, we call \( E_k(N, \chi) \) the space of weight \( k \), level \( N \), Eisenstein series with associated character \( \chi \).

To conclude this section we will show that the Eisenstein series \( E_k^{\chi, \psi} \in M_k(N, \chi\psi) \) from §1.2 is in fact an eigenform for all Hecke operators. We will need the following properties of the generalized divisor sum

\[
\begin{align*}
\sigma_{k-1}^{\chi, \psi}(mn) &= \sigma_{k-1}^{\chi, \psi}(m)\sigma_{k-1}^{\chi, \psi}(n) & \text{for } (m, n) = 1, \\
\sigma_{k-1}^{\chi, \psi}(np) &= \chi(p)\sigma_{k-1}^{\chi, \psi}(n) + \psi(p^{e+1})(p^{e+1})^{k-1}\sigma_{k-1}^{\chi, \psi}(m) & \text{for } n = mp^e \text{ and } (m, p) = 1, \\
\chi\psi(p)p^{k-1}\sigma_{k-1}^{\chi, \psi}(n/p) &= \psi(p)p^{k-1}\sigma_{k-1}^{\chi, \psi}(n) - \psi(p^{e+1})(p^{e+1})^{k-1}\sigma_{k-1}^{\chi, \psi}(m) & \text{for } n = mp^e \text{ and } (m, p) = 1,
\end{align*}
\]

where the proof of these properties is left as an exercise to the interested reader. Using these
three properties we have the following for $p \nmid N$

$$\sigma_{k-1}^{\chi,\psi}(np) + \chi\psi(p)p^{k-1}\sigma_{k-1}^{\chi,\psi}(n/p) = (\chi(p) + \psi(p)p^{k-1})\sigma_{k-1}^{\chi,\psi}(n),$$

where $n = p^e m$. Using this for $p$ prime and $n > 0$ yields

$$a_n(T_pE_k^{\chi,\psi}) = a_{np}(E_k^{\chi,\psi}) + \chi\psi(p)p^{k-1}a_{n/p}(E_k^{\chi,\psi})$$

$$= 2\sigma_{k-1}^{\chi,\psi}(np) + 2\chi\psi(p)p^{k-1}\sigma_{k-1}^{\chi,\psi}(n/p)$$

$$= 2(\chi(p) + \psi(p)p^{k-1})\sigma_{k-1}^{\chi,\psi}(n)$$

$$= (\chi(p) + \psi(p)p^{k-1})a_n(E_k^{\chi,\psi}).$$

It remains to check that the same result holds for $n = 0$, which will be left as an exercise. Hence, we have that $E_k^{\chi,\psi}$ is an eigenform for all Hecke operators. Notice, we do not require the condition that the Hecke operator be away from the level. This is a phenomenon we will explore for cuspidal eigenforms in the next section.

### 1.5 Newforms

Up until this point we have been concerned only with modular forms at a fixed level $N$. In this section we will discuss what it means for a cusp form at level $N$ to come from a lower level $M|N$. Our goal will be to make explicit what is meant by a cusp form which is “new” at a given level.

Note, we can trivially move between levels by noting that for $M|N$ we have that $S_k(\Gamma_1(M)) \subset S_k(\Gamma_1(N))$. However, there is a more interesting embedding of $S_k(\Gamma_1(M))$ into $S_k(\Gamma_1(N))$ using the $V$ operator from §1.3. In fact we have the following propositions from [14], the first of which will be useful in Chapter 2, and the second we will use in this section.
Proposition 15. $V_r : M_k(\Gamma_1(N)) \to M_k(\Gamma_0(r) \cap \Gamma_1(N))$.

Proof. Let $f \in M_k(\Gamma_1(N))$. From Prop 5 we know that

$$f|_{V_r} \in M_k\left(\begin{pmatrix} r & 0 \\ 0 & 1 \end{pmatrix}^{-1} \Gamma_1(N) \begin{pmatrix} r & 0 \\ 0 & 1 \end{pmatrix}\right) = M_k\left(\begin{pmatrix} 1/r & 0 \\ 0 & 1 \end{pmatrix} \Gamma_1(N) \begin{pmatrix} r & 0 \\ 0 & 1 \end{pmatrix}\right).$$

Now, let $\begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma_1(N)$. Then,

$$\begin{pmatrix} 1/r & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} a & b \\ c & d \end{pmatrix} \begin{pmatrix} r & 0 \\ 0 & 1 \end{pmatrix} = \begin{pmatrix} a & b/r \\ cr & d \end{pmatrix}$$

As the set of all matrices of the form $\begin{pmatrix} a & b/r \\ cr & d \end{pmatrix}$ contains $\begin{pmatrix} r & 0 \\ 0 & 1 \end{pmatrix} \Gamma_1(N) \begin{pmatrix} r & 0 \\ 0 & 1 \end{pmatrix}$ we can see

$$\begin{pmatrix} a & b/r \\ cr & d \end{pmatrix} \in (\Gamma_0(r) \cap \Gamma_1(N)).$$

This completes the proof. \qed

Proposition 16. Let $M \mid N$ and let $r = N/M$. For $f \in S_k(M, \chi)$ we have that $f|_{V_r} \in S_k(N, \chi)$.

Proof. Let $\gamma = \begin{pmatrix} a & b \\ crM & d \end{pmatrix} \in \Gamma_0(N)$. Note, $V_r \gamma V_r^{-1} = \begin{pmatrix} a & br \\ cM & d \end{pmatrix} \in \Gamma_0(M)$. Therefore,

$$(f|_{V_r})|_{\gamma} = (f|_{V_r} \gamma V_r^{-1})|_{V_r} = \chi(d)f|_{V_r}.$$

Thus, $f|_{V_r} \in S_k(N, \chi)$. \qed
The following definition will use the previous proposition to make explicit what is meant by a cusp form which comes from a lower level.

**Definition 12.** For each divisor \( r \) of \( N \), let \( i_r \) be the map

\[
i_r : \left( S_k(\Gamma_1(Nr^{-1})) \right)^2 \to S_k(\Gamma_1(N))
\]
given by

\[(f, g) \mapsto f + g|_V.
\]

The subspace of *oldforms at level* \( N \) is

\[
S_k(\Gamma_1(N))^{\text{old}} := \sum_{p \mid N \atop p \text{ prime}} i_p((S_k(\Gamma_1(Np^{-1})))^2)
\]

and the subspace of *newforms at level* \( N \), denoted \( S_k(\Gamma_1(N))^{\text{new}} \), is the orthogonal complement of \( S_k(\Gamma_1(N))^{\text{old}} \) with respect to the Petersson inner product.

The following proposition gives an important property with regards to the Hecke operators.

**Proposition 17.** ([5, Prop. 5.6.2]) The subspaces \( S_k(\Gamma_1(N))^{\text{old}} \) and \( S_k(\Gamma_1(N))^{\text{new}} \) are stable under the Hecke operators \( T_n \) for all \( n \).

The following corollary of this proposition follows from the same argument as in the previous section.

**Corollary 18.** ([5, Cor. 5.6.3]) The subspaces \( S_k(\Gamma_1(N))^{\text{old}} \) and \( S_k(\Gamma_1(N))^{\text{new}} \) each have an orthogonal basis of eigenforms for all Hecke operators away from the level.

We are concerned primarily with the space of newforms, since we can relax the condition that our basis elements are only eigenforms away from the level. In order to make this more explicit we will need to following theorem.
Theorem 19. ([5, §5.7]) If \( f \in S_k(\Gamma_1(N)) \) has Fourier expansion \( f(z) = \sum_{n=1}^{\infty} a_n q^n \) with \( a_n = 0 \) whenever \( (n, N) = 1 \), then \( f \) takes the form \( f = \sum_{p|N} V_p f_p \) with each \( f_p \in S_k(\Gamma_1(N/p)) \).

This theorem gives us a way to test if a cusp form is an oldform, which we will need in the following discussion.

We are now ready to define explicitly our basis elements of \( S_k(\Gamma_1(N))^{\text{new}} \).

Definition 13. A \textit{newform}, is an eigenform for the Hecke operators \( T_n \), for all \( n \), which is normalized so that the first Fourier coefficient is equal to 1.

Suppose that \( f \in S_k(\Gamma_1(N)) \) is an eigenform for Hecke operators away from the level. Further, suppose that \( a_1(f) = 0 \), i.e., we can not normalize \( f \) in the sense of the previous definition. We want to show that this forces \( f \in S_k(\Gamma_1(N))^{\text{old}} \). Recall Proposition 13 in §1.3, this gives us that for all \( n \in \mathbb{Z}^+ \),

\[
a_1(T_n f) = a_n(f).
\]

Since \( f \) is an eigenform away from the level, we also have that

\[
a_1(T_n f) = \lambda_n a_1(f),
\]

where \( (n, N) = 1 \) and \( \lambda_n \) is the eigenvalue of \( f \) associated to \( T_n \). These combine to yield

\[
a_n(f) = \lambda_n a_1(f)
\]

where \( (n, N) = 1 \). Since \( a_1(f) = 0 \) we have \( a_n(f) = 0 \) when \( (n, N) = 1 \), and by Thm. 19, \( f \in S_k(\Gamma_1(N))^{\text{old}} \). We are now ready to prove the following theorem which will give the desired result for eigenforms in the subspace of newforms.

Theorem 20. Let \( f \in S_k(\Gamma_1(N))^{\text{new}} \) be a nonzero eigenform for all Hecke operators away from the level. Then,
1. \( f \) is an eigenform for all Hecke operators and some suitable multiple of \( f \) is a newform.

2. If \( \tilde{f} \) satisfies the same condition as \( f \) and has the same eigenvalues, then \( \tilde{f} = cf \) for some constant \( c \).

The set of newforms in the space \( f \in S_k(\Gamma_1(N))^{\text{new}} \) form an orthogonal basis of this space. Each such newform lies in \( S_k(N, \chi) \), for some character \( \chi \), and satisfies \( T_n f = a_n(f) \) for all \( n \in \mathbb{Z}^+ \).

**Proof.** From the argument given before this theorem we may assume that we can normalize \( f \) so that \( a_1(f) = 1 \). Without loss of generality assume that \( f \) is normalized in this way. Let \( m \in \mathbb{Z}^+ \). Define the following function,

\[
g_m = T_m f - a_m(f)f.
\]

Then, by Proposition 17 we know that \( g_m \in S_k(\Gamma_1(N))^{\text{new}} \). Computing the first Fourier coefficient of \( g_m \) yields

\[
a_1(g_m) = a_1(T_m f) - a_1(a_m(f)f) = a_m(f) - a_m(f) = 0.
\]

Hence, \( g_m \in S_k(\Gamma_1(N))^{\text{old}} \). We have that \( g_m \in S_k(\Gamma_1(N))^{\text{new}} \cap S_k(\Gamma_1(N))^{\text{old}} = \{0\} \). Thus, \( T_m f = a_m(f)f \) for all \( m \in \mathbb{Z}^+ \). This completes the proof of part 1. It should be clear that part 2 follows immediately from part 1. Note, this property is known as the *Multiplicity One* property of newforms. We will conclude by showing that the set of newforms in \( S_k(\Gamma_1(N))^{\text{new}} \) is linearly independent and the rest will be left as an exercise. Suppose there is a nontrivial linear relation

\[
\sum_{i=1}^{n} c_i f_i = 0,
\]

where \( c_i \in \mathbb{C} \) are nonzero and \( n \) is taken to be as small as possible. For any prime \( p \), we will
apply $T_p - a_p(f_1)$ to the relation, this yields

$$\sum_{i=2}^{n} c_i(a_p(f_1) - a_p(f_i))f_i = 0.$$ 

Since this summation contains fewer terms we know this is a trivial relation, i.e., $a_p(f_1) = a_p(f_i)$ for all primes $p$. Hence, $f_i = f_1$ for all $i$, which is a contradiction. This completes the proof. \qed
Chapter 2

Galois Representations and Modular Forms

In this chapter we will give a brief introduction to Galois representations and their connection with modular forms by way of a construction of Deligne, Shimura, et. al. [3], and a conjecture of Serre [20]. We will conclude with a theorem of Ribet from [17] on lowering the level of modular Galois representations.

2.1 Galois Representations

Throughout we will use $G_\mathbb{Q}$ to denote $\text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q})$, the absolute Galois group of $\mathbb{Q}$. Our goal is to better understand this group. A standard technique in number theory for understanding rather unwieldy objects is to examine them “locally”, i.e., look at their behaviour with respect to a single prime. Our technique for understanding $G_\mathbb{Q}$ will follow along this line. In order to do this we will first fix an embedding of $\overline{\mathbb{Q}}_\ell \hookrightarrow \mathbb{C}$. We will now need the following definitions.

**Definition 14.** Let $G = \lim_{\leftarrow} G_i$, where each $G_i$ is a finite group with the discrete topology.
Note, $G \subseteq \prod G_i$. Endow $\prod G_i$ with the product topology and let $G$ have the subspace topology. Then we say $G$ has the \textit{profinite}.

A special case of this topology is given by placing the profinite topology on the $\ell$-adic integers $\mathbb{Z}_\ell = \varprojlim \mathbb{Z}/\ell^n\mathbb{Z}$. Recall that $G_\mathbb{Q}$ can also be expressed as an inverse limit of finite groups, hence the following definition is another special case of the profinite topology. The proof that these two topologies are equivalent is left as an exercise.

\textbf{Definition 15.} The \textit{Krull topology} on $G_\mathbb{Q}$ is given by the following. Let $U \subset G_\mathbb{Q}$. Then $U$ is open in $G_\mathbb{Q}$ if for every $\sigma \in U$ there exists an intermediate field $K \subset \overline{\mathbb{Q}}$ satisfying the following:

1. $[K : \mathbb{Q}] < \infty$,
2. if $\sigma' \in G_\mathbb{Q}$, and $\sigma|_K = \sigma'|_K$ then $\sigma' \in U$.

To make this definition more clear, consider the following subgroup $\text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}(\sqrt{2})) \leq G_\mathbb{Q}$. Note, $\mathbb{Q} \subset \mathbb{Q}(\sqrt{2})$ is a finite field extension and for any two elements $\sigma, \sigma' \in \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}(\sqrt{2}))$ we have that $\sigma|_{\mathbb{Q}(\sqrt{2})} = \sigma'|_{\mathbb{Q}(\sqrt{2})} = id$. Thus, $\text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}(\sqrt{2}))$ is an open set of $G_\mathbb{Q}$. Further, as $\text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}(\sqrt{2}))$ is a subgroup we have that it is a closed set of $G_\mathbb{Q}$ as well.

Now, we come to our objects of primary interest in this section.

\textbf{Definition 16.} Let $d$ be a positive integer, and let $\ell$ be prime. Suppose that $\mathbb{Q}_\ell \subset K$ is a field extension. Let $G_\mathbb{Q}$ be endowed with the Krull topology and $\text{GL}_d(K)$ be endowed with the profinite topology. A \textit{$d$-dimensional $\ell$-adic Galois representation} is a continuous homomorphism

$$\rho : G_\mathbb{Q} \to \text{GL}_d(K)$$

where $\mathbb{Q}_\ell \subset K$. 
If \( \rho \) and \( \rho' \) are both \( d \)-dimensional \( \ell \)-adic Galois representations such that for some \( M \in \text{GL}_d(L) \) we have \( \rho'((\sigma)) = M^{-1}\rho(\sigma)M \) for every \( \sigma \in \text{Gal}(\mathbb{Q}) \), then we say \( \rho \) is isomorphic to \( \rho' \). The following proposition gives a nice property which we will need later.

**Proposition 21.** Let \( \rho : \text{Gal}(\mathbb{Q}) \to \text{GL}_d(K) \) be an \( \ell \)-adic Galois representation. Then \( \rho \) is isomorphic to a Galois representation \( \rho' : \text{Gal}(\mathbb{Q}) \to \text{GL}_d(O_K) \), where \( O_K \) is the ring of integers of \( K \).

**Proof.** Let \( \Lambda := O_K^d \). Then \( \Lambda \) is a lattice of \( K^d \), hence \( \Lambda \) is a finitely generated \( \mathbb{Z}_\ell \)-module. Therefore, \( \Lambda \) is compact in \( K^d \). Note, we can use \( \rho \) to construct a continuous map

\[
K^d \times \text{Gal}(\mathbb{Q}) \to K^d, \text{ given by } (v, \sigma) \mapsto \rho(\sigma) \cdot v.
\]

Since our map is continuous and \( \text{Gal}(\mathbb{Q}) \) is compact, we have that the image \( \Lambda' \) of \( \Lambda \times \text{Gal}(\mathbb{Q}) \) is compact under the above map. Let \( \lambda \) be a uniformizer of \( O_K \) lying over \( \ell \). Then, \( \Lambda' \) lies in \( \lambda^{-r}\Lambda \) for some \( r \in \mathbb{Z}^+ \). This gives us that \( \Lambda' \) is finitely generated. Since \( \Lambda' \) contains \( \Lambda \), its rank is at least \( d \). As \( O_K \) is an integral domain, we have that \( \Lambda' \) is free, and it follows that its rank is exactly \( d \). Note, by construction \( \Lambda' \) contains all elements of \( \Lambda \) and all of their Galois conjugates. Thus, for every \( x \in \Lambda' \) and every \( \sigma \in \text{Gal}(\mathbb{Q}) \), we have that \( \rho(\sigma) \cdot x \in \Lambda' \).

Therefore, we have that by choosing an \( O_K \) basis of \( \Lambda' \) we obtain the desired representation,

\[
\rho' : \text{Gal}(\mathbb{Q}) \to \text{GL}_d(O_K).
\]

\[\square\]

The following three definitions will also be needed later.

**Definition 17.** Let \( \rho \) be an \( \ell \)-adic Galois representation. Note that complex conjugation is an automorphism of \( \mathbb{Q} \bar{\mathbb{Q}} \) which fixes \( \mathbb{Q} \), i.e., complex conjugation is an element of \( \text{Gal}(\mathbb{Q}) \). Denote this element by \( \text{conj} \). We say that \( \rho \) is odd if \( \det(\rho(\text{conj})) = -1 \).
Definition 18. Let $G$ be a group and $V$ a vector space. We say that a representation $ho : G \to \text{Aut}(V)$ is \textit{irreducible} if $ho$ has no nontrivial invariant subspaces, i.e., if there does not exist a nontrivial subspace $W \subset V$ such that $\rho(g) \cdot W = W$ for every $g \in G$.

To make this more clear we will give an explicit example of a reducible representation. We will consider the representation of $(\mathbb{R}, +)$ on $\mathbb{R}^2$ given by

$$\rho(a) = \begin{pmatrix} 1 & a \\ 0 & 1 \end{pmatrix}.$$ 

Then,

$$\rho(a) \begin{pmatrix} x \\ y \end{pmatrix} = \begin{pmatrix} x + ay \\ y \end{pmatrix}$$

and we see that the subspace $y = 0$ of $\mathbb{R}^2$ is fixed, i.e., $\rho$ is reducible.

Let the ring of integers of $\mathbb{Q}$ be denoted by $\mathbb{Z}$. Suppose that $p \subset \mathbb{Z}$ is a maximal ideal with $p \cap \mathbb{Z} = p$. We can use $p$ as the kernel to define the reduction map $\mathbb{Z} \to \mathbb{F}_p$. Recall that the \textit{decomposition group of} $p$ is defined to be:

$$D_p := \{ \sigma \in G_\mathbb{Q} | p^\sigma = p \}.$$ 

We have that $D_p$ acts on $\mathbb{Z}/p$, which can in turn be viewed as an action of $D_p$ on $\mathbb{F}_p$. This action gives us a surjective map

$$\phi : D_p \to \text{Gal}(\mathbb{F}_p/\mathbb{F}_p).$$

From this map we define an \textit{absolute Frobenius element over} $p$ to be any element of the preimage of the Frobenius automorphism $\sigma_p \in \text{Gal}(\mathbb{F}_p/\mathbb{F}_p)$, and we denote such an element as $\text{Frob}_p$. Hence, $\text{Frob}_p$ is defined only up to the kernel of $\phi$. This kernel is called the \textit{inertia}
group of \( p \), and by definition is the following set

\[
I_p := \{ \sigma \in D_p \mid x^\sigma \equiv x \pmod{p} \text{ for all } x \in \mathbb{Z} \}.
\]

**Definition 19.** Let \( \rho \) be an \( \ell \)-adic Galois representation and let \( p \neq \ell \) be a prime. We say that \( \rho \) is **unramified at** \( p \) if \( I_p \subset \ker \rho \) for any maximal ideal \( p \subset \mathbb{Z} \) lying over \( p \).

With regards to the importance of these absolute Frobenius elements when dealing with continuous representations we have the following theorem, which follows from the Tchebotarov Density Theorem ([5, Thm. 9.1.2]).

**Theorem 22.** ([5, Thm. 9.3.1]) For each maximal ideal \( p \subset \mathbb{Z} \) lying over any but a finite set of rational primes, choose an absolute Frobenius element \( \text{Frob}_p \). The set of such elements forms a dense subset of \( G_{\mathbb{Q}} \).

As an example consider the following maps

\[
G_{\mathbb{Q}} \xrightarrow{\pi} \text{Gal} \left( \mathbb{Q}(\mu_\ell)/\mathbb{Q} \right) \xrightarrow{\sim} \left( \mathbb{Z}/\ell\mathbb{Z} \right)^\times \xrightarrow{\omega_\ell} \mathbb{Z}_\ell^\times,
\]

where \( \pi \) is the projection to \( G_{\mathbb{Q}}/\text{Gal} \left( \mathbb{Q}(\mu_\ell)/\mathbb{Q} \right) \cong \text{Gal} \left( \mathbb{Q}(\mu_\ell)/\mathbb{Q} \right) \), and \( \omega_\ell \) is the Teichmüller character, i.e., the unique character of order \( \ell - 1 \), conductor \( \ell \), which maps each element of \( \left( \mathbb{Z}/\ell\mathbb{Z} \right)^\times \) to a distinct \( (\ell - 1)^{st} \) root of unity in \( \mathbb{Z}_\ell \). Note, the subscript may be omitted when it is clear from context. If we take the composition of these maps we get the \( \ell^{th} \) cyclotomic character

\[
\chi_\ell : G_{\mathbb{Q}} \rightarrow \mathbb{Z}_\ell^\times.
\]

This is a continuous, odd, one-dimensional, \( \ell \)-adic representation. Note that for \( p \neq \ell \) we have that \( p \) is unramified in \( \text{Gal} \left( \mathbb{Q}(\mu_\ell)/\mathbb{Q} \right) \), i.e., for any \( p \) lying over \( p \) in \( \mathbb{Q}(\mu_\ell) \) we have that the inertia group \( I_p \) is trivial. Therefore, \( I_p \subset \ker \chi_\ell \), hence \( \chi_\ell \) is unramified at each rational
prime $p \neq \ell$. In fact, for any maximal ideal $p \subset \overline{\mathbb{Z}}$ lying over a rational prime $p \neq \ell$ we have the following

$$\chi_\ell(\text{Frob}_p) = p,$$

which from our previous theorem determines $\chi_\ell$ completely on $G_\mathbb{Q}$.

Now, we will give another example which is a little more involved and will be more interesting for our purposes. Let $E/\mathbb{Q}$ be an elliptic curve of conductor $N$. For $m$ a positive integer, define the multiplication by $m$ map to be

$$[m] : P \rightarrow \overbrace{P + \ldots + P}^{m\text{-times}}$$

where $P \in E(\overline{\mathbb{Q}})$ and $P + P$ is the usual addition law on $E(\overline{\mathbb{Q}})$. Define the $m$-torsion subgroup to be

$$E[m] := \{ P \in E(\overline{\mathbb{Q}}) \mid [m](P) = 0 \},$$

where $0$ is the identity element of the abelian group of $\overline{\mathbb{Q}}$-points on $E$. It is well known that $E[m] \cong (\mathbb{Z}/m\mathbb{Z})^2$, for instance see chapter 3 of [23]. Note, we can define an action of $G_\mathbb{Q}$ on the points of an elliptic curve as follows. For $P = (x, y)$ we have that $x, y \in \overline{\mathbb{Q}}$ and we can define the action by $P^\sigma = (x^\sigma, y^\sigma)$, and it is clear that $P^\sigma \in E(\overline{\mathbb{Q}})$ since $\sigma$ is a homomorphism. Using this it is not hard to see that $G_\mathbb{Q}$ acts on $E[m]$, i.e., let $P \in E[m]$, then we have

$$[m](P^\sigma) = \overbrace{P^\sigma + \ldots + P^\sigma}^{m\text{-times}} = \left( \overbrace{P + \ldots + P}^{m\text{-times}} \right)^\sigma = 0^\sigma = 0.$$

From this we have a mod $m$ representation

$$\overline{\rho}_{m,E} : G_\mathbb{Q} \rightarrow \text{Aut}(E[m]) \cong \text{GL}_2(\mathbb{Z}/m\mathbb{Z}),$$
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where the isomorphism involves a choice of basis. The following proposition will be needed in the future.

**Proposition 23.** $\bar{\rho}_{m,E}$ is continuous, where $G_Q$ has the Krull topology and $GL_2(\mathbb{Z}/m\mathbb{Z})$ has the discrete topology.

**Proof.** Note, as $GL_2(\mathbb{Z}/m\mathbb{Z})$ has the discrete topology and the operations of multiplication and of inversion are continuous we know that the identity of $GL_2(\mathbb{Z}/m\mathbb{Z})$ is a topological basis. Therefore, it is sufficient to show that $(\bar{\rho}_{m,E})^{-1}(e)$ is open in $G_Q$, where $e$ is the identity automorphism. By definition $(\bar{\rho}_{m,E})^{-1}(e) = \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}(E[m]))$, where by $\mathbb{Q}(E[m])$ we mean that we have adjoined the $x$ and $y$ coordinates of each point in $E[m]$. It is not hard to see that $[\mathbb{Q}(E[m]) : \mathbb{Q}] < \infty$ since we have adjoined a finite set of algebraic numbers. Also, by definition we have that any $\sigma \in G_Q$ which fixes $\mathbb{Q}(E[m])$ will be in $\text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}(E[m]))$. Thus, $\text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}(E[m]))$ is open in $G_Q$, which completes the proof. 

While this is a representation of $G_Q$, it is not yet an $\ell$-adic representation. However, we can use this representation to construct an $\ell$-adic representation.

**Definition 20.** The $\ell$-adic Tate module of an elliptic curve $E$ is the group

$$T_\ell(E) := \lim_{\leftarrow} E[\ell^n],$$

where the inverse limit is taken with respect to the maps

$$E[\ell^{n+1}] \xrightarrow{[\ell]} E[\ell^n].$$

Note, it should be clear that $T_\ell(E) \cong \mathbb{Z}_\ell^2$. Further, we have that for $P \in E[\ell^n]$ and $\sigma \in G_Q$

$$[\ell]P^\sigma = P^\sigma + \ldots + P^\sigma = (P + \ldots + P)^\sigma = ([\ell]P)^\sigma.$$
Therefore, from our action of \( G_{\mathbb{Q}} \) on the \( \ell^n \)-torsion subgroup, we acquire a natural action of \( G_{\mathbb{Q}} \) on \( T_\ell(E) \). Note, this action identifies each element of \( G_{\mathbb{Q}} \) with an element of the automorphisms of \( T_\ell(E) \), i.e., we have the following representation,

\[
\rho_{\ell,E} : G_{\mathbb{Q}} \rightarrow \text{Aut}(T_\ell(E)) \cong \text{GL}_2(\mathbb{Z}_\ell),
\]

where once again the latter isomorphism requires a choice of basis for \( T_\ell(E) \). The first property to note about \( \rho_{\ell,E} \) is that it is continuous. To see this, note that we have the following commutative diagram for every \( n \)

\[
\begin{array}{ccc}
G_{\mathbb{Q}} & \xrightarrow{\rho} & \text{Aut}(T_\ell(E)) \\
\Downarrow{\pi} & & \Downarrow{\pi} \\
\text{Aut}(E[\ell^{n-1}]) & \xleftarrow{[\ell]} & \text{Aut}(E[\ell^n])
\end{array}
\]

where the subscripts on \( \bar{\rho} \) are omitted as it should be clear which map is meant. We have that the following diagram commutes for every \( n \)

\[
\begin{array}{ccc}
G_{\mathbb{Q}} & \xrightarrow{\rho} & \text{Aut}(T_\ell(E)) \\
\Downarrow{\bar{\rho}} & & \Downarrow{\pi} \\
\text{Aut}(E[\ell^n]) & \xleftarrow{\pi} & \text{Aut}(E[\ell^n])
\end{array}
\]

where \( \pi \) is the projection mapping and \( \rho \) is the map \( \rho_{\ell,E} \). Now, we state a universal property satisfied by the inverse limit.

**Proposition 24.** ([16, Prop. IV.2.5.]) Let \( G = \lim_{\leftarrow} G_i \) with homomorphisms \( g_{ij} : G_j \rightarrow G_i \). If \( H \) is a topological group and \( h_i : H \rightarrow G_i \) is a family of continuous homomorphisms such that \( h_i = g_{ij} \circ h_j \) for \( i \leq j \), then there exists a unique continuous homomorphism \( h : H \rightarrow G \) satisfying \( h_i = g_i \circ h \) for all \( i \).

We know that the projection map \( \pi \) and the representations \( \bar{\rho} \) are continuous, hence
by the previous proposition we have \( \rho_{\ell,E} \) is continuous. Thus, \( \rho_{\ell,E} \) is an \( \ell \)-adic representation. Regarding the other properties of interest which these representations exhibit, we have the following theorem.

**Theorem 25.** ([5, Thm. 9.4.1]) Let \( \ell \) be prime and \( E \) be as above. The Galois representation \( \rho_{\ell,E} \) is irreducible and unramified at every prime \( p \nmid \ell N \). Further, for any such \( p \), let \( \mathfrak{p} \subset \mathbb{Z} \) be any maximal ideal lying over \( p \). Then the characteristic polynomial of \( \rho_{\ell,E}(\text{Frob}_p) \) is

\[
x^2 - a_p(E)x + p
\]

where \( a_p(E) := p + 1 - |\tilde{E}(\mathbb{F}_p)| \) is the so called “trace of Frobenius”.

From this theorem and the fact that our representation \( \rho_{\ell,E} \) is continuous and two-dimensional, we see that \( \rho_{\ell,E} \) is now completely determined on \( G_{\mathbb{Q}} \).

To conclude this section, we will give a definition and some related results which will be needed in the next section.

**Definition 21.** A representation \( \rho : G \to \text{GL}_d(K) \) is semi-simple if \( K^d \) can be written as a direct sum of simple \( G \)-modules \( K_i \), ie.,

\[
K^d \cong K_1 \oplus \ldots \oplus K_n.
\]

For our purposes consider the Galois representation

\[
\rho : G_{\mathbb{Q}} \to \text{GL}_d(K).
\]

Then, as \( K^d \) is a \( G_{\mathbb{Q}} \)-module, by [21, I-10] we know that \( K^d \) has a composition series of \( \rho \)-invariant subspaces given by

\[
K^d = K_0 \supset K_1 \supset \ldots \supset K_{n-1} = 0
\]
such that each $K_i/K_{i+1}$ is simple. Let $K' := \bigoplus_{i=0}^{n-2} K_i/K_{i+1}$ and define a new $d$-dimensional representation

$$\rho^{ss} : G_{\mathbb{Q}} \to \text{GL}(K').$$

The new Galois representation $\rho^{ss}$ is called the *semi-simplification* of $\rho$. As an example, let $k, k'$ be integers and consider the four dimensional Galois representation given by,

$$\rho(\sigma) = \begin{pmatrix}
\chi_k(\sigma) & * & * \\
0 & \rho_{\ell,E}(\sigma) & * \\
0 & 0 & \chi_{k'}(\sigma)
\end{pmatrix},$$

where $\chi_\ell$ is the $\ell$-adic cyclotomic character and $\rho_{\ell,E}$ is the irreducible $\ell$-adic representation associated to an elliptic curve $E$ of conductor prime to $\ell$. After choosing a basis we may take $K_0 = \mathbb{Z}_\ell^1$, $K_1 = \mathbb{Z}_\ell^3$, $K_2 = \mathbb{Z}_\ell$, and $K_3 = 0$. Then, the semi-simplification $\rho^{ss} : G_{\mathbb{Q}} \to \mathbb{Z}_\ell \oplus \mathbb{Z}_\ell^2 \oplus \mathbb{Z}_\ell$ of $\rho$ is given by,

$$\rho^{ss}(\sigma) = \begin{pmatrix}
\chi_k(\sigma) & 0 & 0 \\
0 & \rho_{\ell,E}(\sigma) & 0 \\
0 & 0 & \chi_{k'}(\sigma)
\end{pmatrix}.$$

Note, if our representation $\rho$ is irreducible then $\rho^{ss} = \rho$.

### 2.2 Motivation

Let $f \in S_k(\Gamma_1(N))$ be an eigenform for all of the Hecke operators with associated character $\chi$. It is a well-known result that the Fourier coefficients of $f$ are algebraic integers and along with the values of $\chi$ generate a finite extension of $\mathbb{Q}$, denote this extension by $\mathbb{Q}(f)$. To prevent cumbersome notation, we will denote $\mathbb{Q}(f)$ by $K$ in this section. We have
a construction of Deligne, Shimura, et. al., in [3] which attaches to \( f \) a family of continuous, irreducible representations

\[
\rho_{f,\lambda}: G_{\mathbb{Q}} \rightarrow \text{GL}_2(K_{\lambda}),
\]

where \( \lambda \) runs over the set of maximal ideals of \( K \), and \( K_{\lambda} \) denotes the completion of \( K \) at \( \lambda \). Note, these are precisely the \( \ell \)-adic representations defined in the previous section, where \( \ell \) is the rational prime which \( \lambda \) lies over. Also, these representations are characterized up to isomorphism by

\[
\text{trace}(\rho_{f,\lambda}(\text{Frob}_p)) = a_p,
\]

\[
\det(\rho_{f,\lambda}(\text{Frob}_p)) = \chi(p)p^{k-1},
\]

for primes \( p \) which are relatively prime to \( N \) and to the norm of \( \lambda \).

Using Proposition 21 from the previous section we may consider \( \rho_{f,\lambda} \) as a representation on \( (O_{\lambda})^2 \), where \( O_{\lambda} \) is the ring of integers of \( K_{\lambda} \). Note, we also have the reduction map

\[
\text{GL}_2(O_{\lambda}) \rightarrow \text{GL}_2(F_{\lambda}),
\]

where \( F_{\lambda} := O_{\lambda}/\lambda O_{\lambda} \) is the residue field of \( \lambda \). Composing these two maps gives a representation

\[
\bar{\rho}_{f,\lambda}: G_{\mathbb{Q}} \rightarrow \text{GL}_2(F_{\lambda}).
\]

However, there is some ambiguity attached to our representation \( \bar{\rho}_{f,\lambda} \) since it depended on a choice of basis in Proposition 21. This ambiguity is removed by taking the semisimplification of this representation to obtain \( \bar{\rho}_{f,\lambda}^{\text{ss}} \), which we shall also refer to as the residual of \( \rho_{f,\lambda} \). Note, regardless of our choice of basis, the semisimplifications of \( \bar{\rho}_{f,\lambda} \) are all isomorphic. This \( \bar{\rho}_{f,\lambda}^{\text{ss}} \) is the desired representation for our purposes.
Fixing a rational prime $\ell$ we have a canonical inclusion

$$F_\lambda \hookrightarrow \overline{F}_\ell,$$

where $\lambda$ is a maximal ideal lying over $\ell$ in $K$. Using this inclusion we can view our previous representation $\overline{\rho}_{f,\lambda}^{ss}$ as taking values in $\text{GL}_2(\overline{F}_\ell)$. Note, with $\overline{F}_\ell$ having the discrete topology our representation is still continuous. This brings us to the main question of this section, namely, if we are given a continuous semisimple representation $\rho : G_Q \to \text{GL}_2(\overline{F}_\ell)$, then when can we expect $\rho$ to be isomorphic to one of our $\overline{\rho}_{f,\lambda}^{ss}$ from above? In order to answer this question we will need the following argument.

Identify our character $\chi$ with a character defined on $G_Q$ using a similar argument as in the previous section for the cyclotomic character, i.e., by composing the following maps

$$G_Q \xrightarrow{\pi} \text{Gal}(Q(\mu_N)/Q) \xrightarrow{\sim} (\mathbb{Z}/N\mathbb{Z})^\times \xrightarrow{\chi} \mathbb{C}^\times.$$

As it should not cause any confusion, we will just call this character $\chi$ as well. Using work from the previous section and the fact that $\det(\rho_{f,\lambda}(\text{Frob}_p)) = \chi(p)p^{k-1}$ for primes $p$ prime to the level of $f$ and the norm of $\lambda$, we have the following identity

$$\det \rho_{f,\lambda} = \chi \chi_{\ell}^{k-1},$$

where $\chi_{\ell}$ is the cyclotomic character defined in the previous section. If we reduce this identity mod $\lambda$, we have $\det \overline{\rho}_{f,\lambda} = \overline{\chi} \cdot \overline{\chi_{\ell}}^{k-1}$. Note, $\overline{\chi_{\ell}}$ is the mod $\ell$-cyclotomic character, i.e., the character which maps $G_Q$ to $(\mathbb{Z}/\ell\mathbb{Z})^\times$. Let $\text{conj} \in G_Q$ denote complex conjugation as before. From §2.1 we know that $\chi_{\ell}$ is odd, i.e., $\chi_{\ell}(\text{conj}) = -1$. Further, with regards to our character $\chi$, we have that when we restrict $G_Q$ to $\text{Gal}(Q(\mu_N)/Q)$, our element $\text{conj}$ is sent to the automorphism $\mu_N \to \mu_N^{-1}$. Therefore, $\chi(\text{conj}) = \chi(-1)$. From our parity condition on
characters associated to modular forms we have that $\chi(-1) = -1^k$. Combining these yields

$$\det \overline{\rho}_{f,\lambda}(\text{conj}) = -1.$$  

In other words, our representation $\overline{\rho}_{f,\lambda}^{ss}$ is odd. In [20], J.P. Serre conjectured that this parity condition was sufficient to answer the question above. This resulted in the following theorem.

**Theorem 26. (Serre’s Conjecture)** Let $\rho : G_{\mathbb{Q}} \to \text{GL}_2(\mathbb{F}_\ell)$ be an irreducible, odd representation. Then $\rho$ is isomorphic to the representation $\overline{\rho}_{f,\lambda}^{ss}$ associated to some eigenform $f \in S_k(\Gamma_1(N))$.

Further, in [20], Serre states a stronger result, in which he computes explicitly the level $\Gamma_1(N(\rho))$ and weight $k(\rho)$ of such an eigenform. This so called Refined Conjecture was proven in 2006 by C. Khare and J.P. Wintenberger in [10] and [11].

Our goal is to provide a connection between the Serre conjecture and the Refined conjecture in a particular case by way of a theorem of K. Ribet presented in [17]. To this end we will be primarily concerned with the level of such an eigenform. In particular, suppose that $\rho$ is an $\ell$-adic representation which arises from an eigenform of level $\Gamma_1(M)$, where $M = N\ell^a$ and $(N, \ell) = 1$. While we have not stated the Refined conjecture, we will need to note that $(N(\rho), \ell) = 1$. The theorem of Ribet, which is stated explicitly and proven in the next section, will allow us to show that our original representation $\rho$ is isomorphic to the residual of a representation which arises from a form of level $\Gamma_1(N)$. This will be done by showing that we can find an eigenform of the lower level which has Fourier coefficients congruent to the Fourier coefficients of the original eigenform modulo $\ell$.  
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2.3 The Deligne-Serre Lifting Lemma

In this section our goal is to prove the Deligne-Serre lifting lemma ([4, Lemme 6.11]) which will be used in the proof of our main result. Note, the proof of this lemma is from ([4],[18]). To begin we will recall some definitions and results from commutative algebra. Throughout, let $R$ be a commutative ring with unity and $M$ an $R$-module.

**Definition 22.** A *discrete valuation ring* is a principal ideal domain with a unique maximal ideal.

**Definition 23.** We say $R$ is *Artinian* if $R$ satisfies the descending chain condition for ideals, i.e., if

$$I_0 \supseteq I_1 \supseteq ...$$

is an infinite chain of ideals in $R$, then for some $n \in \mathbb{N}$, $I_n = I_{n'}$ for every $n' > n$.

We have the following lemma which we will need in the proof of the Deligne Serre lifting lemma.

**Lemma 27.** Let $R$ be an Artinian ring. Then any prime ideal of $R$ is also a maximal ideal.

In order to prove this we will need the following lemma.

**Lemma 28.** If $R$ is an Artinian integral domain then $R$ is a field.

*Proof.* Let $x \in R$ be non-zero and consider the chain $(x) \supseteq (x^2) \supseteq ...$. Since $R$ is Artinian we know that this chain must eventually stabilize. Therefore, $(x^{n+1}) = (x^n)$ for some $n \in \mathbb{Z}$. Hence, $x^n = ax^{n+1}$ for some $a \in R$. As $R$ is an integral domain we can conclude that $1 = ax$, i.e., $x$ is a unit. Thus, $R$ is a field as desired. $\square$

We are now ready to prove lemma 27.
Proof. Let $\wp \subseteq R$ be a prime ideal. Then $R/\wp$ is an Artinian integral domain, hence a field. Thus, $\wp$ is a maximal ideal.

**Definition 24.** Let $x \in M$. Then the annihilator of $x$ over $R$, denoted $\text{Ann}_R(x)$, is defined to be the set of all $r \in R$ such that $r \cdot x = 0$.

**Definition 25.** A prime ideal $\wp \subset R$ is said to be associated to $M$ if $\wp$ is the annihilator of an element of $M$.

**Definition 26.** Let $U \subseteq R$ be a multiplicatively closed subset. We define the localization of $M$ at $U$, denoted $U^{-1}M$, to be the set of equivalence classes of pairs $(m,u)$ with $m \in M$ and $u \in U$ where the equivalence relation is given to be $(m,u) \sim (m',u')$ if there exists an element $v \in U$ such that $v(mu' - um') = 0$. Note, there is a natural map $\pi : M \to U^{-1}M$ given by $r \mapsto (r,1)$.

**Proposition 29.** ([6, Prop. 2.1]) An element $m \in M$ maps to zero under $\pi$ iff $m$ is annihilated by an element $u \in U$. In particular, if $M$ is finitely generated, then $U^{-1}M = 0$ iff $M$ is annihilated by an element of $U$.

**Definition 27.** Let $\wp \subset R$ be a prime ideal and let $U := R - \wp$. Note, $U$ is multiplicatively closed since $\wp$ is a prime ideal. We say $\wp$ is in the support of $M$, denoted $\text{Supp}(M)$, if $M_\wp := U^{-1}M \neq 0$.

**Lemma 30.** Let $M$ be an $R$-module. Then the set of prime ideals of $R$ which are associated primes of $M$ is contained in the set of prime ideals of $R$ which are in the support of $M$.

**Proof.** Let $\mathcal{P}$ be an associated prime of $M$. Then $\mathcal{P}$ is the annihilator of some $m \in M$. If $M_\mathcal{P} = 0$ then there exists $s \in R - \mathcal{P}$ such that $sm = 0$. But, that would mean $s$ is in $\mathcal{P}$ which is a contradiction. Thus, $M_\mathcal{P} \neq 0$, i.e., $\mathcal{P}$ is a support prime of $M$. □

**Lemma 31.** Let $A$ be a Noetherian ring, $M$ be a non-zero $A$-module, and $\wp \in \text{Supp}(M)$. Then, $\wp$ contains an associated prime of $M$. 
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Proof. Since \( \wp \) is a support prime, \( M_\wp \neq 0 \). Then, there exists some \( x \in M \) such that \( (Ax)_\wp \neq 0 \). Since \( A \) is Noetherian, by Theorem 3.1 of [6] we have that the set of associated primes of \( (Ax)_\wp \) is non-empty. From the previous lemma we have that the set of associated primes of \( (Ax)_\wp \) is contained in the set of support primes of \( (Ax)_\wp \). Let \( \lambda \) be an associated prime of \( (Ax)_\wp \). Hence, there is a non-zero element \( \frac{y}{s} \) of \( (Ax)_\wp \), with \( y \in Ax \) and \( s \in R - \wp \) such that \( \lambda \) is the annihilator of \( \frac{y}{s} \). Note, if there exists \( b \in \lambda - \wp \), then \( b \frac{y}{s} = 0 \) implies that \( \frac{y}{s} = 0 \) since \( b \) is a unit in \( (Ax)_\wp \). This is a contradiction, so no such \( b \) exists.

As \( A \) is Noetherian we have that any \( \lambda \) is finitely generated. Say \( \{b_1, ..., b_n\} \) is a set of generators of \( \lambda \). Then, for each \( b_i \), there exists \( t_i \in A - \wp \) such that \( b_i t_i y = 0 \). Let \( t = t_1...t_n \).

Then \( \lambda \) is the annihilator of \( ty \in M \), hence is an associated prime of \( M \). \( \square \)

Now, we are prepared to present the main result of this section.

**Theorem 32. (Deligne-Serre Lifting Lemma):** Let \( \mathcal{O} \) be a discrete valuation ring with field of fractions \( K \), maximal ideal \( \mathfrak{m} \), and residue field \( k = \mathcal{O}/\mathfrak{m} \). Let \( M \) be a free \( \mathcal{O} \)-module of finite rank and \( \mathcal{T} \) a set of commuting \( \mathcal{O} \)-endomorphisms of \( M \). Let \( f \in M/\mathfrak{m}M \cong k \otimes M \) be a non-zero eigenvector for all \( T \in \mathcal{T} \) with eigenvalues \( a_T \in k \). Then, there exists a discrete valuation ring \( \mathcal{O}' \) containing and finite over \( \mathcal{O} \), with maximal ideal \( \mathfrak{m}' \) such that \( \mathcal{O} \cap \mathfrak{m}' = \mathfrak{m} \) and a nonzero element \( f' \in M' = \mathcal{O}' \otimes \mathcal{O} M \) which is an eigenvector for all \( T \in \mathcal{T} \) with eigenvalue \( a'_T \) such that \( a'_T \equiv a_T \pmod{\mathfrak{m}'} \).

**Proof.** Let \( \mathcal{H} \) be the \( \mathcal{O} \)-subalgebra of \( \text{End}_{\mathcal{O}}(M) \) generated by \( \mathcal{T} \) over \( \mathcal{O} \). Since \( M \) is a free \( \mathcal{O} \)-module of finite rank, say \( r \), we have that \( \text{End}_{\mathcal{O}}(M) \) is a free \( \mathcal{O} \)-module of rank \( r^2 \). Since \( \mathcal{H} \) is a subalgebra of \( \text{End}_{\mathcal{O}}(M) \), \( \mathcal{H} \) is a free \( \mathcal{O} \)-module of finite rank. Choosing a basis for \( \mathcal{H} \), we may assume that our generating set \( \mathcal{T} \) is finite, say \( \mathcal{T} = \{T_1, T_2, ..., T_n\} \). Note, in order to prove our desired result for all of \( \mathcal{H} \), it will be sufficient to show it is true for the basis elements. Let \( m_{T_i} \) be the minimal polynomial of \( T_i \). By adjoining all the roots of each \( m_{T_i} \) to \( K' \), we have a finite field extension \( K' \) of \( K \) such that each \( m_{T_i} \) splits over \( K' \). Taking the
integral closure of $D$ in $K'$ gives us a discrete valuation ring $D'$. The ring $D'$ has maximal ideal $m'$ lying over $m$, i.e., $D \cap m' = m$. Further, $D'$ has residue field $k'$ containing $k$. Also, the analogous module to $M$ in this setting is $D' \otimes_D M$, which we shall continue to denote as $M$. The analogous subalgebra of the endomorphisms of $M$ is $D' \otimes_D H$, which we shall also continue to denote as just $H$. Now, consider the homomorphism of $D'$-algebras,

$$\pi_f : H \to k', \text{ given by } \pi_f : T \mapsto a_T \pmod{m'}.$$  

Note, $D' \hookrightarrow H$ by $\alpha \mapsto \alpha \otimes I_H$, where $I_H$ is the multiplicative identity of $H$ and $\alpha \in D'$. Hence, $\pi_f$ is surjective. Further, using Zorn’s lemma we can choose a minimal non-zero prime ideal (with respect to inclusion) $p \subset H$ contained in the maximal ideal $\ker \pi_f$.

**Claim 33.** The prime ideal $p$ is a subset of the set of zero divisors of $H$.

**Proof.** Let $Z$ denote the set of zero divisors of $H$. Let $D := H - Z$. Note, if $x, y \in D$ then, $xy \in D$, i.e., $D$ is closed under multiplication. Consider the set $S := H - p$. Since $p$ is a prime ideal, we have that $S$ is a multiplicatively closed set. Suppose that $S \subset S'$, where $S'$ is a multiplicatively closed set. Then, either $S' = H$ or $S' = H - p'$, for some prime ideal $p'$. To see this note that if $S' \neq H$ and $p'$ is not prime then there are two elements $x, y \in S' = H - p'$ such that $xy \in p'$, i.e., $S'$ is not multiplicatively closed. If $S' = H - p'$, then $p' \subset p$, which contradicts the minimality of $p$. Hence, $S' = H$ and $S$ is a maximal multiplicatively closed set. Note, if $D \not\subset S$, then $SD$ is a multiplicatively closed set that is strictly larger than $S$. Thus, $D \subset S$, which gives us that $p \subset Z$, as desired. \[\square\]

Using the claim and the fact that $H$ is free over $D'$ and that $D'$ is an integral domain, we have that $p \cap D' = 0$. Note, once again we are considering $D' \hookrightarrow H$. Note, as $H$ is finitely generated over $D'$, so is $H/pH$, hence $D'[h]$ is finitely generated for every $h \in H$. Therefore, $H/pH$ is a finite integral extension of $D'$. Let $L$ be the field of fractions of $H/pH$, and let
\(\mathcal{D}_L\) denote the integral closure of \(\mathcal{D}'\) in \(L\). Let \(\mathfrak{m}_L\) be the maximal ideal of \(\mathcal{D}_L\), and \(l\) the residue field. Note, \(\mathfrak{m}' = \mathcal{D}' \cap \mathfrak{m}_L\). Consider the projection map

\[
\pi'_f : \mathcal{H} \to \mathcal{H}/\mathfrak{p}\mathcal{H} (\hookrightarrow \mathcal{D}_L),
\]

where the final injection just follows from \(\mathcal{D}_L\) being the integral closure of \(\mathcal{D}'\) in the field of fractions of \(\mathcal{H}/\mathfrak{p}\mathcal{H}\), and \(\mathcal{H}/\mathfrak{p}\mathcal{H}\) being an integral extension of \(\mathcal{D}'\). Let \(\pi'_f(T) = a'_T \in \mathcal{H}/\mathfrak{p}\mathcal{H} \subset \mathcal{D}_L\), for all \(T \in \mathcal{H}\). Define the map,

\[
\pi'_f : \mathcal{H} \to \mathcal{D}' (\hookrightarrow \mathcal{H}/\mathfrak{p}\mathcal{H})
\]
given by reduction mod \(\mathfrak{p}\). Since \(\ker \pi_f\) is a maximal ideal in \(\mathcal{H}\), by Proposition 4.15 of [6], we have that there exists a prime ideal in \(\mathcal{I} \subset \mathcal{D}_L\) such that \(\mathcal{I} \cap \mathcal{H}/\mathfrak{p}\mathcal{H} = \ker \pi_f\). By Corollary 4.17 of [6], we have that \(\mathcal{I}\) is maximal, hence \(\mathcal{I} = \mathfrak{m}_L\). Thus, \(\pi'_f(\ker \pi_f) \subseteq \mathfrak{m}_L\). Notice,

\[
\pi_f(T - a_T I) = \pi_f(T) - a_T \pi_f(I) = a_T - a_T = 0, \text{ i.e., } T - a_T \in \ker \pi_f
\]

Therefore,

\[
\mathfrak{m}_L \ni \pi'_f(T - a_T I) = \pi'_f(T) - a_T \pi'_f(I) = a'_T - a_T I.
\]

Thus, \(a'_T \equiv a_T \pmod{\mathfrak{m}_L}\).

Let \(\mathfrak{P}\) be the prime ideal in \(K' \otimes_{\mathcal{D}'} \mathcal{H}\) generated by \(\mathfrak{p}\). Note, since \(\mathfrak{p}\) is a minimal prime, so is \(\mathfrak{P}\). We want to show that \(\mathfrak{P}\) is an associated prime of \(K' \otimes_{\mathcal{D}'} M\), i.e., that \(\mathfrak{P}\) is the annihilator of some nonzero element of \(K' \otimes_{\mathcal{D}'} M\). We begin by showing that that \(\text{Ann}_{K' \otimes \mathcal{H}}(K' \otimes M) \subseteq \mathfrak{P}\). First, we will need that \(K' \otimes \mathcal{H}\) is Artinian and has all maximal ideals isomorphic. To see this note that \(\mathcal{H}\) is free and of finite rank over \(\mathcal{D}'\), so we can think
of \( \mathcal{H} \) as a finite direct sum of copies of \( \mathcal{D}' \). Hence, we have

\[
K' \otimes_{\mathcal{D}'} \mathcal{H} \cong K' \otimes_{\mathcal{D}'} \bigoplus \mathcal{D}' \cong \bigoplus (K' \otimes_{\mathcal{D}'} \mathcal{D}') \cong \bigoplus K'.
\]

Note, the second isomorphism is obtained by noting that the tensor product distributes over direct sums, and the third isomorphism is obtained by noting that \( K \otimes_R R \cong K \) where \( R \) is an arbitrary ring and \( K \) is the field of fractions of \( R \). Now, \( \bigoplus K' \) clearly has all maximal ideals isomorphic and is an Artinian ring since \( K' \) is Artinian.

Note that \( \text{Ann}_{K'}(K' \otimes \mathcal{M}) \) is an ideal of \( K' \otimes \mathcal{H} \), hence it is contained in some maximal ideal of \( K' \otimes \mathcal{H} \). Using Lemma 27 and the fact that \( \mathfrak{P} \) is prime, we have that \( \mathfrak{P} \) is a maximal ideal of \( K' \otimes \mathcal{H} \). Since all maximal ideals of \( K' \otimes \mathcal{H} \) are isomorphic, we may assume that \( \text{Ann}_{K'}(K' \otimes M) \subset \mathfrak{P} \). By Corollary 2.7 from [6] we have that \( \mathfrak{P} \) is in the support of \( K \otimes M \). Using Lemma 31 we see that \( \mathfrak{P} \) contains an associated prime. As \( \mathfrak{P} \) is a minimal prime, we have that \( \mathfrak{P} \) is an associated prime of \( K' \otimes_{\mathcal{D}'} M \). Therefore, there exists a nonzero \( f'' \in K \otimes_{\mathcal{D}'} M \) which is annihilated by \( \mathfrak{P} \). Hence we can find a nonzero multiple of \( f'' \), say \( f' \), which is an element of \( M \) and is annihilated by \( \mathfrak{P} \). Note, \( T - a'_T \in \mathfrak{P} \). Thus, \((T - a'_T)f' = 0\), i.e., \( Tf' = a'_Tf' \). We have already shown that \( a'_T \equiv a_T \) (mod \( \mathfrak{m}_L \)), hence this is our desired eigenform.

\[ \square \]

**Corollary 34.** Let \( M := S_k(\Gamma_0'(\ell') \cap \Gamma_1(N)) \). Note, by fixing an embedding of \( \overline{\mathbb{Q}}_\ell \subset \overline{\mathbb{Q}} \), we can think of \( M \) as a \( \mathbb{Z}_\ell \)-module. Let \( f \in M/\ell M = \mathbb{F}_\ell \otimes M \) be a simultaneous eigenform for all Hecke operators, i.e., \( T_p f = a_p(f)f \) (mod \( \ell \)). Then, there exists a discrete valuation ring \( \mathcal{D}_\lambda \) that contains \( \mathbb{Z}_\ell \) and has maximal ideal \( \lambda \) satisfying \( \mathbb{Z}_\ell \cap \lambda = \ell \) so that there exists a nonzero \( f' \in M' := \mathcal{D}_\lambda \otimes_{\mathbb{Z}_\ell} M \) which is a simultaneous eigenform for all Hecke operators, with eigenvalues \( a'_p(f') \) satisfying \( a'_p(f') \equiv a_p(f) \) (mod \( \lambda \)).

**Corollary 35.** Let \( M := S_k(\Gamma_1(N)) \). Let \( f \in M/\ell M = \mathbb{F}_\ell \otimes M \) be a simultaneous eigenform for all Hecke operators, i.e., \( T_p f = a_p(f)f \) (mod \( \ell \)). Then, there exists a discrete valuation
ring $Ω$ that contains $Z_ℓ$ and has maximal ideal $λ$ satisfying $Z_ℓ \cap λ = ℓ$ so that there exists a nonzero $f' \in M' := Ω ⊗_{Z_ℓ} M$ which is a simultaneous eigenform for all Hecke operators, with eigenvalues $a_p(f')$ satisfying $a_p(f') \equiv a_p(f)$ (mod $λ$).

### 2.4 Level-lowering for elliptic modular forms

In this section we present our main result.

**Theorem 36.** ([17, Thm. 2.1]) Let $k ≥ 2$ and let $ℓ ≥ 3$ be prime. Let $f(z) = \sum_{n=1}^{∞} a_n q^n ∈ S_k(Γ_1(N^{α}))$ be a normalized eigenform where $α > 0$, and $N ∈ N$ with $(N, ℓ) = 1$. Let $λ$ be a prime lying above $ℓ$ in $Q(f)$. Then, there exists a normalized eigenform $g ∈ S_k(Γ_1(N))$ with $g ≡ ev f$ (mod $λ$), i.e., $a_n(g) ≡ a_n(f)$ (mod $λ$) when $(n, Nℓ) = 1$.

**Proof.** We will prove this theorem in four steps.

**Step 1:** There exists an eigenform $g ∈ S_k(Γ_0(ℓ^r) \cap Γ_1(Nℓ))$ such that $g ≡ ev f$ (mod $λ$), for some $r > 0$.

Let $f ∈ S_k(Γ_1(N^{α}))$ with associated Dirichlet character $χ$. Then $χ : (Z/Nℓ^{α}Z)^x → C^x$.

Note, since $N$ and $ℓ$ are relatively prime, we have $(Z/Nℓ^{α}Z)^x ≅ (Z/NZ)^x × (Z/ℓ^{α}Z)^x$. Hence, we can write $χ = κχ'$, where $κ : (Z/NZ)^x → C^x$, and $χ' : (Z/ℓ^{α}Z)^x → C^x$. As, $|(Z/ℓ^{α}Z)^x| = φ(ℓ^{α}) = ℓ^{α-1}(ℓ - 1)$, Sylow’s Theorem gives that there exists a subgroup $H ⊂ (Z/ℓ^{α}Z)^x$ with $|H| = ℓ^{α-1}$. Clearly, $H$ is a normal subgroup, and $|\{(Z/ℓ^{α}Z)^x/H| = ℓ - 1$.

Now, we can write $χ' = ηω^{i}$, where $η : H → C^x$, and $ω : (Z/ℓZ)^x → Z_ℓ^x$ is the Teichmüller character as defined in §2.1. We see now that $χ = κηω^{i}$. Since $η$ has $ℓ$-power order, and $ℓ$ is odd, we can write $η^{2m+1}(h) = 1$, for every $h ∈ H$ and some $m ∈ N$. Let $ξ := η^{-(m+1)}$. We have $η = ξ^{-2}$ where $ξ$ has $ℓ$-power order and $ℓ$-power conductor. Let $f_ξ(z) := \sum_{n=1}^{∞} ξ(n)a_n q^n$. By [12, Prop. III.17] we know that $f_ξ ∈ S_k(Γ_1(Nℓ^r))$ and has associated character $κω^{i}$ for any $r ≥ α$ such that $ℓ^r$ is greater than the square of the conductor of $ξ$. Note, for $γ ∈ Γ_0(Nℓ^r)$, we have $f_ξ|k[γ] = κω^{i}(γ)f_ξ(z)$. Therefore, if $γ ∈ Γ_0(ℓ^r) \cap Γ_1(Nℓ)$, $f_ξ|k[γ] = κω^{i}(γ)f_ξ(z) = f_ξ(z)$.
Hence, \( f_\xi(z) \in S_k(\Gamma_0(\ell') \cap \Gamma_1(N\ell)) \). All that remains is to show that \( f_\xi \equiv_{ev} f \pmod{\lambda} \). In order to show that \( a_n(f) \equiv a_n(f_\xi) \pmod{\lambda} \), it is sufficient to show \( \xi(n) \equiv 1 \pmod{\lambda} \) when \( (n, \ell) = 1 \), since \( a_n(f_\xi) = \xi(n)a_n(f) \). First, we will show \( \xi(n) \equiv 1 \pmod{\lambda'} \), where \( \lambda' = (1 - \zeta') \). Take \( \zeta' = \xi(n) \) with \( (n, \ell) = 1 \) to see that \( \xi(n) \in (1 - \lambda') \). Now, consider \( \lambda' = \lambda_1^{\text{ord}_{\lambda_1}(\lambda')...\lambda_m^{\text{ord}_{\lambda_m}(\lambda')}} \), the prime factorization of \( \lambda' \) in \( \mathbb{Q}(\zeta, f) \). Since \( \xi(n) \equiv 1 \pmod{\lambda'} \) we see that \( \xi(n) \equiv 1 \pmod{\lambda_i} \) for \( 1 \leq i \leq m \). Hence, \( \xi(n) \equiv 1 \pmod{\lambda_i} \), for \( 1 \leq i \leq m \). Thus, \( f(z) \equiv f_\xi(z) \pmod{\lambda} \).

This concludes Step 1.

**Step 2:** There exists an eigenform \( g \in S_k(\Gamma_0(\ell') \cap \Gamma_1(N)) \) such that \( g \equiv_{ev} f_\xi \pmod{\lambda} \), for some \( r > 0 \).

Note, from step one we have that \( f_\xi \in S_k(\Gamma_0(\ell') \cap \Gamma_1(N\ell)) \) is an eigenform with associated character \( \kappa \omega^i \). If \( i = 0, 1, 2 \), then choose a new \( i > 3 \) such that \( i \equiv 0, 1, 2 \pmod{\ell - 1} \), respectively. From [15, Lemma. 7.1.2] and [15, Thm. 7.1.3], we have that the Eisenstein series

\[
G(z) := L(1 - i, \omega^i)/2 + \sum_{n=1}^{\infty} \left( \sum_{d|n} \omega^i(d)d^{i-1} \right) q^n
\]

is in \( M_i(\Gamma_0(\ell'), \omega^{-i}) \). Let \( \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma_0(\ell') \cap \Gamma_1(N) \).

Then,

\[
f(\gamma z)G(\gamma z) = (cz + d)^{k+i}\kappa \omega^i(\gamma)\omega^{-i}(\gamma)f(z)G(z) = (cz + d)^{k+i}\kappa(\gamma)f(z)G(z).
\]

This gives us that \( fG \in S_{i+k}(\Gamma_0(\ell') \cap \Gamma_1(N)) \), with associated character \( \kappa \). Now, we want
to show that the order at $\lambda$ of $L(1 - i, \omega^i)$ is negative. From [9, Thm. 3.4.2], we have that

$$L(1 - i, \omega^i) = \frac{-B_{i,\omega^{-i}}}{i}.$$ 

Since, $1 \leq i \leq \ell - 1$, it is sufficient to show that the order at $\lambda$ of $B_{i,\omega^{-i}}$ is negative. Expanding out the generalized Bernoulli number using [25, page 31] gives us

$$B_{i,\omega^{-i}} = \ell^{-i-1} \sum_{a=1}^{\ell} \omega^{-i}(a) B_i(a/\ell)$$

$$= \ell^{-i-1} \sum_{a=1}^{\ell} \omega^{-i}(a) \sum_{j=0}^{i} \left( \binom{i}{j} \right) B_j a^{i-j} \ell^{-i}$$

$$= \sum_{a=1}^{\ell-1} \omega^{-i}(a) \left( a^i \ell^{-1} + \frac{i}{2} a^{i-1} + \sum_{j=2}^{i} \binom{i}{j} B_j a^{i-j} \ell^{j-1} \right)$$

Note, we need not consider when $a = \ell$ since $\ell$ is the conductor of $\omega$. Also, we need not consider when $j \geq 3$ and odd, since in this case $B_j = 0$. Let $F := (a^i \ell^{-1} + \frac{i}{2} a^{i-1} + \sum_{j=2}^{i} \binom{i}{j} B_j a^{i-j} \ell^{j-1})$. Note, by a corollary [8, page 233] to the theorem of Clausen and von-Staudt,

$$|\ell B_j|_\ell = 1, \text{ when } (\ell - 1) \mid j$$

$$|\ell B_j|_\ell < 1, \text{ when } (\ell - 1) \nmid j$$

This gives us that $\ell F \equiv a^i \mod \ell$ and since $a \not\equiv 0 \mod \ell$ we have that the order at $\ell$ of $F$, hence $\lambda$, is negative. Thus, the order of $L(1 - i, \omega^i)/2$ at $\lambda$ is negative. Let $c := L(1 - i, \omega^i)/2$. Then, $E := c^{-1} G$ is a modular form with $\lambda$-integral coefficients. Note, $E \equiv 1 \mod \lambda$. Hence, $fE \equiv_{ev} f \mod \lambda$, i.e., $fE$ is an eigenform when viewed mod $\lambda$. Further, $fE \in S_{i+k}(\Gamma_0(\ell') \cap \Gamma_1(N), \kappa)$. Using the Deligne-Serre lifting lemma (see Corollary 34) we can find an eigenform in $\Gamma_0(\ell') \cap \Gamma_1(N)$ with eigenvalues congruent modulo $\lambda$ to $fE$, hence
This concludes step 2.

**Step 3:** There exists an eigenform \( g \in S_k(\Gamma_0(\ell) \cap \Gamma_1(N)) \) such that \( g \equiv_{ev} f \pmod{\lambda} \), where \( f \in S_{i+k}(\Gamma_0(\ell^r) \cap \Gamma_1(N)) \) is the desired eigenform from step 2.

Let \( f(z) = \sum_{n=1}^{\infty} a_n q^n \in S(\Gamma_0(\ell^r) \cap \Gamma_1(N)) \) be an eigenform, with \( r > 1 \). Let \( K \) be the Galois closure of \( \mathbb{Q}(f) \), and let \( \sigma \in G_{K/\mathbb{Q}} \) be a Frobenius element for \( \lambda \). Thus, \( \sigma a \equiv a^\ell \pmod{\lambda} \) for all \( a \in \mathcal{O}_K \), the ring of integers of \( K \). By Corollary 2 of [7] the series \( \sum_{n=1}^{\infty} \sigma^{-1}(a_n)q^n \) is the Fourier expansion of a normalized eigenform \( \sigma^{-1} f(z) \) of the same weight as \( f(z) \). We want to show that \( f(z) \) is congruent \( \pmod{\lambda} \) to an eigenform on \( \Gamma_0(\ell^r - 1) \cap \Gamma_1(N) \). Consider \( g(z) := (\sigma^{-1} f(z))^\ell \mid U_\ell \), where \( U_\ell \) is the \( \ell^{th} \) Hecke operator. By Lemma 37, \( g(z) \) is an eigenform on \( \Gamma_0(\ell^r - 1) \cap \Gamma_1(N) \). Further, we have that,

\[
g(z) = \left( \sum_{n=1}^{\infty} \sigma^{-1}(a_n)q^n \right)^\ell \mid U_\ell \equiv \left( \sum_{n=1}^{\infty} \left( \sum_{n=1}^{\infty} (a_n)q^n \right)^\ell \right) \mid U_\ell \pmod{\lambda}.
\]

Note that,

\[
\left( \sum_{n=1}^{\infty} (\sigma^{-1}(a_n))q^n \right)^\ell \mid U_\ell = \left( \sum_{n=1}^{\infty} (\sigma^{-1}(a_n))^\ell q^{\ell n} \right) \mid U_\ell
\]

\[
= \left( \sum_{n=1}^{\infty} (a_{\ell n})q^{\ell n} \right) \equiv \left( \sum_{n=1}^{\infty} a_nq^n \right) \pmod{\lambda}
\]

By repeating this process \( r - 1 \) times we get an eigenform on \( \Gamma_0(\ell) \cap \Gamma_1(N) \), which is congruent to our original eigenform \( f(z) \).

**Step 4:** There exists an eigenform \( g \in S_k(\Gamma_1(N)) \) such that \( g \equiv_{ev} f \pmod{\lambda} \), where \( f \) is the desired eigenform from step 3.

In order to prove this final step we will use an argument given by Serre in [19]. Let \( V_\ell \) be the operator \( \sum a_nq^n \mapsto \sum a_nq^{\ell n} \), which by Proposition 15 takes forms on \( \Gamma_1(N) \) to forms on
Further, let $W$ be the operator given by the matrix
\[
\begin{pmatrix}
\ell x & y \\
N\ell z & \ell
\end{pmatrix},
\]
where $x$, $y$, and $z$ are integers such that $\ell x - Nyz = 1$. Note, that $W$ is the operator denoted by $V_N^\ell$ in [14]. Let $F(z)$ be an eigenform on $\Gamma_0(\ell) \cap \Gamma_1(N)$ of weight $k$ with associated character $\chi$ of conductor $N$. First, note that by Lemma 38, we have that $F|W \in S_k(\Gamma_0(\ell) \cap \Gamma_1(N))$.

Further, by Lemma 2 of [14], $F|W^2 = \chi(\ell)F(z)$.

Define the trace of $F$ to be the function:
\[
\text{Tr}(F) = F + \kappa^{-1}(\ell)\ell^{1-k/2}F|W|U_\ell.
\]

We want to show that $\text{Tr}(F) \in S_k(\Gamma_1(N))$. By applying Lemma 39 to $F|W \in S_k(\Gamma_0(\ell) \cap \Gamma_1(N))$ we have that $(F|W|U_\ell + \ell^{k/2-1}F|W|W) \in S_k(\Gamma_1(N))$. Hence,
\[
\kappa^{-1}(\ell)\ell^{1-k/2}(F|W|U_\ell + \ell^{k/2-1}F|W|W) = \kappa^{-1}(\ell)\ell^{1-k/2}(F|W|U_\ell + \kappa(\ell)\ell^{k/2-1}F)
\]
\[
= F + \kappa^{-1}\ell^{1-k/2}F|W|U_\ell
\]
\[
= \text{Tr}(F) \in S_k(\Gamma_1(N))
\]

Further, if $G \in M_k(\Gamma_1(N))$ with character $\chi$, Prop 1.5 of [1] gives us that $G|W = \ell^{k/2}\chi(\ell)G|V_\ell$.

If $\ell > 3$, let $E(z) = E_{\ell-1}(z)$, the normalized Eisenstein series of weight $\ell - 1$ on $\Gamma(1)$. Note, $E(z)$ has Fourier expansion $1 - \frac{2(\ell - 1)}{B_{\ell-1}} \sum_{n=1}^{\infty} \sigma_{\ell-1}(n)q^n$, where $\sigma_{\ell-1}(n) = \sum_{d|n} d^{\ell-1}$. By the corollary to the theorem of Clausen and Von-Staudt used in step 2, we have that the order at $\ell$ of $B_{\ell-1}$ is negative. Hence, $E \equiv 1 \pmod{\ell}$. Similarly, if $\ell = 3$, let $E(z) = E_4(z)$, the normalized Eisenstein series of weight 4 on $SL_2(\mathbb{Z})$, and we once again have that $E \equiv 1 \pmod{\ell}$. Let $a$ denote the weight of $E(z)$. As in [19] we introduce:
\[
g(z) := E - \ell^{a/2}E|W = E - \ell^aE|V_\ell.
\]
It is clear that $g(z) \equiv 1 \pmod{\ell}$. Further, from [19] we have that

\[ g|W = E|W - \ell^{a/2}E = \ell^{a/2}(E|V_{\ell} - E). \]

Since, $E|V_{\ell} \equiv E \equiv 1 \pmod{\ell}$, we see that $g|W \equiv 0 \pmod{\ell^{1+a/2}}$.

Let $f(z)$ be the eigenform on $\Gamma_0(\ell) \cap \Gamma_1(N)$ obtained from step 3, let the weight of $f$ be denoted as $k$. Consider $\text{Tr}(fg^m)$ where $m$ is a positive integer. We have that $\text{Tr}(fg^m) \in S_{k_m}(\Gamma_1(N))$, where $k_m := k + \ell^ma$ is the weight of $fg^m$. All that remains is to show that $\text{Tr}(fg^m) \equiv f \pmod{\ell}$. First, for any modular form $F = \sum a_nq^n$, we define $\text{ord}_\ell(F) := \inf_n \text{ord}_\ell(a_n)$. In order to show the desired congruence, we will follow §3.2 of [19] to show that $\lim_{m \to \infty} \text{ord}_\ell(\text{Tr}(fg^m) - f) = \infty$. Note this shows that for sufficiently large $m$, we have that $\text{Tr}(fg^m)$ and $f$ are congruent modulo any power of $\ell$. To prove that the limit goes to infinity, we will show that $\text{ord}_\ell(\text{Tr}(fg^m) - f) \geq \inf (m + 1 + \text{ord}_\ell(f), \ell^m + 1 + \text{ord}_\ell(f|W - k/2)$, which clearly increases as $m$ increases.

Before we can begin, we must have that $\text{ord}_\ell(f) > -\infty$. In other words, the order of $\ell$ in the denominators of the Fourier coefficients of $f$ must be bounded above. This result follows from Theorem 3.52 of [22], which says that we can find a basis for $S_k(\Gamma_1(N))$ that consists of cusp forms for which the Fourier coefficients are rational integers. Note, since the denominators of the Fourier coefficients of $f$ are restricted in this sense, we also have that the denominators of the Fourier coefficients of $f|W$ are restricted.

In order to get the desired result begin by writing $\text{Tr}(fg^m) - f = (\text{Tr}(fg^m) - fg^m) + f(g^m - 1)$. As stated previously, we have that $g \equiv 1 \pmod{\ell}$, therefore $g^m \equiv 1 \pmod{\ell^{m+1}}$. Hence, $\text{ord}_\ell(f(g^m - 1)) \geq m + 1 + \text{ord}_\ell(f)$. 
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We know that \( \text{Tr}(fg^m) - fg^m = \kappa^{-1}(\ell)\ell^{1-k_m/2}(fg^m|W|U_\ell) \). This gives us the following:

\[
\begin{align*}
\text{ord}_\ell(\text{Tr}(fg^m)) - fg^m & \geq 1 - k_m/2 + \text{ord}_\ell(fg^m|W|U_\ell) \\
& \geq 1 - k_m/2 + \text{ord}_\ell(fg^m|W) \\
& = 1 - k_m/2 + \text{ord}_\ell(f|W) + \ell^m\text{ord}_\ell(g|W) \\
& \geq 1 - k_m/2 + \text{ord}_\ell(f|W) + \ell^m(1 + a/2) \\
& = 1 + \ell^m + \text{ord}_\ell(f|W) - k/2
\end{align*}
\]

Therefore, \( \lim_{m \to \infty} \text{ord}_\ell(\text{Tr}(fg^m) - f) = \infty \), and we have that for sufficiently large \( m \), \( \text{Tr}(fg^m) \equiv_{ev} f \pmod{\ell} \). Finally, we have the desired eigenform by using Corollary 35.

2.5 Required Lemmas

**Lemma 37.** ([14, Lemma 1.]) Let \( f(z) \in S_k(\Gamma_0(\ell^r) \cap \Gamma_1(N)) \) with associated character \( \kappa \) of conductor \( N \), and \( r > 1 \). Then, \( f|U_\ell \in S_k((\Gamma_0(\ell^{-1}) \cap \Gamma_1(N)) \).

**Proof.** Note that \( f|U_\ell = \ell^{k/2-1}f \mid \sum_{u \pmod{\ell}} \left( \begin{array}{cc} 1 & u \\ 0 & \ell \end{array} \right) = \ell^{k/2-1}f \mid \sum_{u \pmod{\ell}} \left( \begin{array}{cc} 1 & u \\ 0 & 1 \end{array} \right) \).

First, we will prove that \( \ell^{k/2}f \mid \left( \begin{array}{cc} 1 & 0 \\ 0 & \ell \end{array} \right) \in S_k(\Gamma_0(\ell^{-1}) \cap \Gamma_1(N)) \).

Let \( \left( \begin{array}{ccc} a & b \\ c & d \end{array} \right) \in \Gamma_0(\ell^r) \cap \Gamma_1(N) \). From Proposition 5 we know that

\[
\ell^{k/2}f \mid \left( \begin{array}{cc} 1 & 0 \\ 0 & \ell \end{array} \right) \in S_k \left( \left( \begin{array}{cc} 1 & 0 \\ 0 & 1/\ell \end{array} \right) (\Gamma_0(\ell^r) \cap \Gamma_1(N)) \left( \begin{array}{cc} 1 & 0 \\ 0 & \ell \end{array} \right) \right).
\]
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Note,
\[
\begin{pmatrix}
1 & 0 \\
0 & 1/\ell \\
\end{pmatrix}
\begin{pmatrix}
a & b \\
c & d \\
\end{pmatrix}
\begin{pmatrix}
1 & 0 \\
0 & \ell \\
\end{pmatrix} = \begin{pmatrix}
a & b\ell \\
c/\ell & d \\
\end{pmatrix} \in \Gamma_0(\ell^{r-1}, \ell) \cap \Gamma_1(N).
\]

Thus,
\[
\begin{pmatrix}
1 & 0 \\
0 & 1/\ell \\
\end{pmatrix}
\left(\Gamma_0(\ell^{r}) \cap \Gamma_1(N)\right)
\begin{pmatrix}
1 & 0 \\
0 & \ell \\
\end{pmatrix} = \Gamma_0(\ell^{r-1}, \ell) \cap \Gamma_1(N),
\]
which proves the claim.

Note, a set of right coset representatives of \((\Gamma(\ell^{r-1}, \ell) \cap \Gamma_1(N)) \setminus (\Gamma_0(\ell^{r-1}) \cap \Gamma_1(N))\) is given by
\[
\begin{Bmatrix}
\begin{pmatrix}
1 & u \\
0 & 1 \\
\end{pmatrix} \mid 0 \leq u < \ell \end{Bmatrix}.
\]

Let \(\begin{pmatrix}
a & b \\
c & d \\
\end{pmatrix} \in \Gamma_0(\ell^{r-1}) \cap \Gamma_1(N)\).

It is clear that
\[
\begin{pmatrix}
1 & u \\
0 & 1 \\
\end{pmatrix}
\begin{pmatrix}
a & b \\
c & d \\
\end{pmatrix} = \begin{pmatrix}
a_u & b_u \\
c_u & d_u \\
\end{pmatrix}
\begin{pmatrix}
1 & u' \\
0 & 1 \\
\end{pmatrix},
\]
for some
\[
\begin{pmatrix}
a_u & b_u \\
c_u & d_u \\
\end{pmatrix} \in \Gamma_0(\ell^{r-1}, \ell) \cap \Gamma_1(N).
\]
Hence, we have:

\[
\begin{align*}
  f|_{U_{\ell}} \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) &= \ell^{k/2-1} f \left( \begin{array}{cc} 1 & 0 \\ 0 & \ell \end{array} \right) \sum_{u \pmod{\ell}} \left( \begin{array}{cc} 1 & u \\ 0 & 1 \end{array} \right) \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \\
  &= \ell^{k/2-1} f \left( \begin{array}{cc} 1 & 0 \\ 0 & \ell \end{array} \right) \sum_{u' \pmod{\ell}} \left( \begin{array}{cc} 1 & u' \\ 0 & 1 \end{array} \right) \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \\
  &= \ell^{k/2-1} f \left( \begin{array}{cc} 1 & 0 \\ 0 & \ell \end{array} \right) \sum_{u' \pmod{\ell}} \left( \begin{array}{cc} 1 & u' \\ 0 & 1 \end{array} \right) \\
  &= f|_{U_{\ell}}.
\end{align*}
\]

Lemma 38. ([14, Lemma 2.j]) Let \( f(z) \in S_k(\Gamma_0(\ell) \cap \Gamma_1(N)) \). Then, \( (f|W)(z) \in S_k(\Gamma_0(\ell) \cap \Gamma_1(N)) \).

Proof. From Proposition 5 we have that,

\[
(f|W)(z) \in S_k \left( W^{-1}(\Gamma_0(\ell) \cap \Gamma_1(N)) W \right).
\]

What remains is to show that

\[
W^{-1}(\Gamma_0(\ell) \cap \Gamma_1(N)) W = \Gamma_0(\ell) \cap \Gamma_1(N).
\]

Let,

\[
\gamma = \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \in \Gamma_0(\ell) \cap \Gamma_1(N)
\]
First, note that
\[
W^{-1} \gamma W = \begin{pmatrix} \frac{1}{Nz} & x \\ -Nz & x \end{pmatrix} \begin{pmatrix} a & b \\ c & d \end{pmatrix} \begin{pmatrix} \ell x & y \\ N\ell z & \ell \end{pmatrix}
= \begin{pmatrix} a - cy/\ell & b - dy/\ell \\ cx - aNz & dx - bNz \end{pmatrix} \begin{pmatrix} \ell x & y \\ N\ell z & \ell \end{pmatrix}
= \begin{pmatrix} a\ell x - cx y + bN\ell z - dNy \\ c\ell x^2 - aN\ell xz + dN\ell xz - bN^2\ell z^2 \end{pmatrix} \begin{pmatrix} a\ell x - cx y + b\ell - dy \\ cxy - aNyz + d\ell x - bN\ell z \end{pmatrix}.
\]

Hence, \(W^{-1} \gamma W \in \Gamma_0(\ell) \cap \Gamma_1(N)\), i.e., \(W^{-1} (\Gamma_0(\ell) \cap \Gamma_1(N)) W \subseteq \Gamma_0(\ell) \cap \Gamma_1(N)\). Finally, notice that
\[
\gamma = W^{-1} W \gamma W^{-1} W.
\]

It is clear that \(W \gamma W^{-1} \in \Gamma_0(\ell) \cap \Gamma_1(N)\), thus \(\gamma \in W^{-1} (\Gamma_0(\ell) \cap \Gamma_1(N)) W\). From this we see that \(\Gamma_0(\ell) \cap \Gamma_1(N) = W^{-1} (\Gamma_0(\ell) \cap \Gamma_1(N)) W\), Which completes the proof.

**Lemma 39. ([14, Lemma 3.])** Suppose that \(f(z) \in S_k(\Gamma_0(\ell) \cap \Gamma_1(N))\) with associated character \(\kappa\) of conductor \(N\). Then, \(f|(U_\ell + \ell^{k/2-1} W) \in S_k(\Gamma_1(N))\).

**Proof.** First, note that
\[
W = \begin{pmatrix} x\ell & y \\ N\ell z & \ell \end{pmatrix} = \begin{pmatrix} 1 & 0 \\ 0 & \ell \end{pmatrix} \begin{pmatrix} x\ell & y \\ Nz & 1 \end{pmatrix}.
\]

From Lemma 37 we know that \(f| \begin{pmatrix} 1 & 0 \\ 0 & \ell \end{pmatrix} \in S_k(\Gamma_0(1,\ell) \cap \Gamma_1(N))\). It is clear that for a set
\{γ_j\} of right coset representatives of \((Γ_0(1, ℓ) \cap Γ_1(N)) \backslash Γ_1(N)\) we have that

\[
\sum_j \left( f \left| \begin{pmatrix} 1 & j \\ 0 & ℓ \end{pmatrix} \right| γ_j \right) \in S_k(Γ_1(N)).
\]

For our coset representatives we will use the matrices \(γ_j := \begin{pmatrix} 1 & j \\ 0 & 1 \end{pmatrix}\) for \(0 ≤ j < ℓ\) and \(γ_ℓ := \begin{pmatrix} ℓ & x \\ N & y \end{pmatrix}\). Using these representatives we have:

\[
\ell^{k/2-1} \sum_{j=0}^ℓ \left( f \left| \begin{pmatrix} 1 & 0 \\ 0 & ℓ \end{pmatrix} \right| γ_j \right) = f \left| \begin{pmatrix} 1 & 0 \\ 0 & ℓ \end{pmatrix} \right| \sum_{j=0}^{ℓ-1} \left( 1 \begin{pmatrix} j \\ 0 \end{pmatrix} \right) + f \left| \begin{pmatrix} 1 & 0 \\ 0 & ℓ \end{pmatrix} \right| \begin{pmatrix} x & y \\ Nz & 1 \end{pmatrix}
\]

\[
= ℓ^{k/2-1}(ℓ^{1-k/1}f|U_ℓ + ℓ^{k/2-1}|W)
\]

\[
= f|(U_ℓ + ℓ^{k/2-1}W).
\]

\[\square\]

2.6 Example

To conclude this chapter we compute an example of these pairs of congruent eigenforms which we now know exist by Ribet’s theorem. The main tool we will use to make this comparison is the following.

Corollary 40. ([2, Cor. 2.]) Let \(f_1\) and \(f_2\) be normalized cusp forms of level \(Γ_1(N)\), weights \(k_1\) and \(k_2\), respectively. Further, suppose that both \(f_1\) and \(f_2\) have trivial associated characters. Let \(λ\) lie over an odd prime \(ℓ\) in the number field \(Q(f_1, f_2)\). Then, \(a_ℓ(f_1) \equiv a_ℓ(f_2) \pmod{\lambda}\) for all primes \(p \nmid ℓN\) if and only if this congruence holds for all primes.
\[ p \leq \frac{\max\{k_1, k_2\}[\Gamma(1) : \Gamma_1(N)]}{12} \text{ with } p \nmid \ell N \text{ and } k_1 \equiv k_2 \pmod{\ell - 1}. \]

Before we compute our example, we must verify that the two weights satisfy the congruence condition. Let \( \ell > 3 \) be a prime. Let \( f \in S_k(\Gamma_1(\ell^a N)) \) with trivial associated character. Let \( g \) be the desired form from Theorem 36. Then, we have that \( g \in S_{k'}(N) \) with trivial associated character, and weight \( k' = \ell^j(\ell - 1) + \ell k \). Therefore,

\[
\begin{align*}
k' &= \ell^j(\ell - 1) + \ell k \\
&\equiv \ell k \pmod{\ell - 1} \\
&\equiv k \pmod{\ell - 1}.
\end{align*}
\]

Note, if we let \( \ell = 3 \) then the weight of \( g \) is \( k' = 3^j(4) + 3k \) which is clearly congruent to \( k \pmod{2} \). For our example we begin with a normalized eigenform \( f \in S_k(\Gamma_1(\ell^a N)) \). Then, we use SAGE to search at the lower level \( N \) and our higher weight \( k' \) to find some candidate forms. Finally, using SAGE again, we make the comparison of Fourier coefficients up to the bound given in Corollary 40 to determine if our candidate form is our desired form from Theorem 36. Note, in order to use Corollary 40 we are considering our candidate forms as elements of \( S_k(\Gamma_1(\ell^a N)) \).

**Example 1.** Let \( f \) be the normalized eigenform in the one dimensional space \( S_6(\Gamma(1)) \) . Note, in this example we are letting \( \ell = 3 \) and \( N = 1 \). We see from above that our desired form \( g \in S_{k'}(\Gamma(1)) \), must have weight \( k' = 4 \cdot 3^j + 18 \) for some non-negative \( j \). Choosing \( j = 0 \) gives the space \( S_{22}(\Gamma(1)) \), which is dimension one. Using Corollary 40, we see that in order to show that \( f \equiv g \pmod{3} \) we need only verify that \( a_p(f) \equiv a_p(g) \pmod{3} \) for all primes \( p \leq \frac{k'[\Gamma(1) : \Gamma_1(3)]}{12} = 14^{\frac{2}{3}} \), such that \( p \neq 3 \). Below are listed the Fourier coefficients of \( f \) which we will need to make our comparison,
Let \( g \) be the single normalized eigenform of this space. The Fourier coefficients of \( g \) are listed below:

<table>
<thead>
<tr>
<th>( p )</th>
<th>( a_p(f) )</th>
<th>( a_p(f) \pmod{3} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>-6</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>-40</td>
<td>2</td>
</tr>
<tr>
<td>11</td>
<td>-564</td>
<td>0</td>
</tr>
<tr>
<td>13</td>
<td>638</td>
<td>2</td>
</tr>
</tbody>
</table>

Comparing these two tables we see that \( a_p(f) \equiv a_p(g) \pmod{3} \) for all primes \( p \leq 14^2_3 \) with \( p \neq 3 \). Thus, by our corollary we have that in fact \( a_p(f) \equiv a_p(g) \pmod{3} \) for all primes \( p \nmid 3 \). Therefore, using the multiplicativity of the Fourier coefficients we have that \( f \equiv_{ev} g \pmod{3} \) in the sense of Theorem 36.
Chapter 3

Future Work

Analogous to the work of Deligne, Shimura, et. al., we know that there exist four
dimensional Galois representations associated to Siegel modular forms of degree 2 from the
work of Laumon [13] and Weissauer [26]. Given this, it is natural to ask if there is an analog
to Serre’s conjecture and the associated Refined conjecture in this four dimensional setting.
In order to understand what such an analog would look like, I plan to generalize the level
lowering argument given in §2.3 to the four dimensional setting. The first case I plan to
consider is lowering the level of a Siegel modular form in the Maass space, i.e., a Siegel
modular form which arises from the Saito-Kurokawa correspondence.
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