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Figure 2.4: Great Wave, Hokusai [12]
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Chapter 3

Technical Background

3.1 Evolution of Virtual Reality

Virtual reality is a computer-generated experience to simulate an artificially generated en-

vironment. Unlike traditional user interfaces, VR puts the user in the scene allowing them to be

immersed in the environment and be able to interact with it. While virtual reality experience is

more of a recent technology, the idea that led to its creation is a long story that has been brewing

for some time in history. Below are some of the major milestones in the creation of VR technology

The basic goal of VR is to make the brain believe that something does exist, even when it

doesn’t. Consider the cimematic legend of the short film L'Arrive d'un train en gare de La Ciotat, or

Arrival of a Train at La Ciotat which is a 50 second short film created by Augeste and Louis Lumiere.

According to the tale, as the silent black and white image of a moving train was screened on a film

theater in Paris, apparently people panicked that resulted in a stampede since the experience was

actually shocking to the audience.

While this is more of an urban legend, it defines some of the earliest examples of instances

where it is shown that digital media like film and television can influence human senses and percep-

tions. This is similar to the effects of VR and what it intends to achieve. Keeping this definition that

VR is something that attempts to create an illusion of reality, panoramic paintings of the nineteenth

century that filled the entire field of vision that made the viewers feel like they were present in the

battlefield are perhaps some of the earliest examples of VR.
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Figure 3.1: Snapshot from LArrive dun train en gare de La Ciotat [19]

3.1.1 Stereroscopy

Stereoscopy is the method of creating an illusion of depth by combining two images, one for

each eye since the brain processes both the images differently and together combine them to form a

single perception of three dimensions. It is based on Charles Wheatstone’s research of 1838 which

demonstrated that the brain figures out each image from each eye differently and viewing them both

together through a stereoscope can give the user a sense of depth and immersion. [36]

While the earliest stereoscope was a nineteenth-century invention, its principles are even

seen today in the 20th century View-master Stereoscope popular for ’virtual tourism’ and the 2014

Google released template for the papercraft stereoscope called Google cardboard.

Figure 3.2: View of Boston,1860; an early stereoscopic card setup [30]
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3.1.2 Link Trainer or Blue Box

The Link Trainer also known as the blue box, is a flight simulator produced in the early

1930s pioneered by the scientist Edwin Albert Link. These simulators were famous during World

War 2 were young pilots needed training. The setup is entirely electro-mechanical and was controlled

by motors that linked to the rudder and steering column to modify the simulation of flight. Along

with it a small motor-driven device mimicked turbulence and disturbances. [30]

Figure 3.3: Link Trainer[30]

3.1.3 Pygmalion’s Spectacles

In 1935 the American science fiction writer Stenley Weinbaum presented a model for virtual

reality in his short story Pygmalion’s Spectacles. The story the main character meets a professor

who invented a pair of goggles which enabled a movie that gives one sight, sound, taste, smell and

touch. You are in a story, you speak to the shadows and they reply. The story is all about you, and

you are in it.Weinbaum's description of the goggles that enable the user to experience a fictional

world in amazing details is extremely similar to the experience of modern VR headsets making it

one of the primary creative influences. [30]

Figure 3.4: Pygmalion’s Spectacles Cover Art [30]
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3.1.4 Sensorama

The Sensorama created in 1962 by Morton Heilig is one of the earliest examples of immersive

multi-sensory technology and is considered by many as one of the earliest examples of VR system.

Morton’s Sensoram is an arcade-style setup with a stereoscopic 3D display, fans, odor emitter and

a vibrating chair. It is designed to fully immerse the viewer and to engage in four of the five senses:

sight, smell, touch and hearing. Morton also created six short films all of which he directed and

produced himself titled Motorcycle, Belly Dancer, Dune Buggy, helicopter, A date with Sabina and

Im a coca-cola bottle! [3]

Figure 3.5: Sensorama

His next invention the Telesphere Mask (patented 1960) was also the first instance of a

head-mounted display (HMD). Although it did not have any motion tracking nor any interactive

film medium.
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3.1.5 Ultimate Display and Sword of Damocles by Ivan Sutherland

In 1965, Ivan Sutherland created a concept for an HMD system called the Ultimate Display

that could simulate reality to the point where one could not tell the difference between the real

and virtual world. His concept included an HMD that could emulate a virtual world with realistic

graphics and 3d sound and a computer system proficient in maintaining the virtual world in real-

time. It also theorized that the users would have the ability to interact with objects in the virtual

world realistically.

In 1968, Sutherland along with his student Bob Sproull, developed the Sword of Damocles,

the first AR/VR device which constituted an HMD hung from the ceiling. The device was primitive

both in terms of realism and user interface. [30]

Figure 3.6: Sword of Damocles HMD setup [30]

3.1.6 Sega VR Headsets

In the 1990s, while VR devices were commercially available, it was still far too expensive for

the general public to access. It is during this time The U.K.-based company Virtuality Group then

launched a range of arcade games and machines with which players could wear a set of VR goggles

and play on gaming machines with real-time immersive stereoscopic 3D visuals.

Another milestone in making VR sets much more accessible is the announcement of Sega

VR set announced at the Consumer electronics show in 1993. The glasses had head tracking, stereo

sound and LCD screens in the visor. However due to technical development difficulties, the product

has remained in prototype phase despite having 4 games released for it. [3]
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Figure 3.7: Sega VR headset

3.1.7 Modern VR setups like Occulus and HTC vive

In 2012, Palmer Luckey started developing an idea for a new prototype HMD that was

more effective than anything available in the market and but also inexpensive for the general public.

To develop this product, he founded the company Occulus VR. Around the same time, he kick-

started a crowdfunding for the HMD display set oculus rift and was able to raise 2.4 million via the

crowdfunding. In 2014, Facebook brought the oculus VR company for 2 billion dollars. This is a

defining moment in the history of VR technology enabling in its rapid growth and making it easily

accessible to the general public.

Some of the notable VR products released during that time frame is Project Morpheaus

which is a VR headset made exclusive for Playstation. During this time Google also released Google

Cardboard a DYI stereoscopic viewer for smartphones. Similarly Samsung released Samsung Gear

VR too, a headset that uses Samsung smartphones as VR viewing devices.

By 2016 hundreds of companies were developing VR products. Many of the HMD headsets

that were available during that time frame did not have haptic interfaces. Haptic interfaces refer

to systems that allow humans to interact with a computer with bodily movements and touch. This

meant that the headsets were always typically button operated. It was during this time HTC released

VIVE, a VR HMD headset created by both Valve and HTC that uses ’room-scale’ technology that

used sensors to move freely around the room.

Virtual reality has significantly progressed and is now being used in a variety of ways, from

providing immersive gaming experiences to helping treat psychological disorders, teaching new skills

and even taking terminally ill people on virtual journeys for Therapy. VR has many applications,

and with the rise in smartphone technology VR will be even more accessible.
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With large numbers of companies competing, novel controllers are being explored and with

lots of uses for VR, this field can only improve. [30]
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Chapter 4

Related Work

In this section I talk about some of the previous works by artists in VR that demonstrate it

as an excellent medium for storytelling. I also discuss the current forms of comic books in VR and

an artist whose comic pages are a great source of inspiration for me.

4.1 Virtual Reality Experiences as a Story Telling tool

Perhaps the most influential VR related work whose painterly abstract style and seamless

storytelling is a major source of inspiration for me is Dear Angelica which premiered at Sundance

Film Festival in 2017. It is directed by the former Pixar artist Saschka Unseld and illustrated by

Wesley Allsbrook, using Occulus Quill, the very tool used for the creation of Dwarka. [28]

Dear Angelica is a story about a young woman named Jessica who writes letters to her late

mother Angelica who was a film star. It is a film about grief as Jessica starts to reminiscence the

many roles her mother acted in, from an astronaut to a superhero, helping her define the relationship

with her mother. What makes Dear Angelica unique in its approach to storytelling is the fact that

it is not a static VR experience. Jessica’s recollections of her mother drop over the user as fluid

paintings. Again from a storytelling point of view this even makes sense since memories are meant

to be fuzzy and more abstract. So the team behind Dear Angelica abandoned the Pixar-style

animations that were initially planned for something else entirely; an Impressionistic art style that

reveals itself stroke by stroke.

What struck me most about the style of Dear Angelica is the fact the right from the size of

22



the strokes and the color scheme changes depending on the mood of the story. During the part of the

story where Jessica has good memories of her mother, the colors are saturated and the strokes bold.

On the other hand in the low moments of her story, the colors become dull and the strokes sparse

and thin. Dear Angelica is an amazing example that proves that good storytelling experiences can

be produced in VR. The compelling tale, moving imagery, soulful music and narration makes the

whole experience resonate with the audience.

Figure 4.1: Snapshot from Dear Angelica [34]

Another VR project that is similar in concept to Dwarka is “The Remedy”. “The Remedy”

is created fully in quill VR by veteran Disney animator Daniel Martin Peixe. It is a 10-minute long

comic book-like experience created by stringing together various Quill scenes to create a cohesive

narrative.

Daniel used some of the inherent features of Quill like transform and stop to create a comic

book-like experience. He made excellent use of the first-person perspective for some scenes while

cutting off to large scale third-person perspective for other huge establishing shots. The stop feature

gave him complete control over how the audience would be able to see the story progress. For

example, in scenes where he wanted the audience to stop and soak in the details of the environment

the progress of the environments fading in and out was much slower. On the other hand where the

action sequences were much more fast-paced, he made it so that audience would be hit hard with

fast-paced action sequences.
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Figure 4.2: Snapshot from “The Remedy” [25]

4.2 Virtual Reality Comic Books

There are also many established series of VR comic book series with varying degrees of

realism and story elements. Some of these are 2D cards placed in 3D environments with sound

and effects added to it. Others are 1st person VR comic book experiences with speech bubbles and

scenes rotating and revolving around the user.

Madefire adapts comic books and graphic novels for a VR experience. In their own words,

Madefire makes motion comic. Madefire immerses viewers in 360-degree panoramic view 2D plates,

ambient music, effects and some amount of 3d motion.[2] It is stunning 2D images, with light

character animations and sound effects at appropriate moments. This VR style is made to enhance

the comic book viewing experience rather than adding anything new to it. Madefire has adapted

classic comic book series from renowned publishers/series like Marvel, DC, Archie, Blizzard and

many others.

Another notable VR comic book series is Square Enix’s project Hikari. Released in May

2018, Project Hikari aimed at adapting the manga genre as a VR comic book experience. The project

adapted Tales of the Wedding Rings, a romantic story of a teen named Sato and his neighbor and

love interest Hime.
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Figure 4.3: Madefire Comics [4]
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The developers behind Project Hime wanted to create the black and white aesthetic of

mangas but adapted to a VR experience. They understood that the viewers can be overwhelmed

with the amount of information thrown at them amidst a VR scene and that they needed to control

the amount of information thrown at them. This led them to create and designs manga panels so

that views attention is diverted to the required area of the VR environments. [23]

While the majority of the experience is looking at 2D floating panels, there are also instances

of fully rendered 3D characters and environments. To create 3D characters while maintaining the

black and white 2D manga like effect was challenging to the developers. Project Hikari goes a step

further when compared to motion comics like Madefire, making it feel more like a walking simulator

video game where the viewer interacts with the environments and discover new panels and progress

the story. Another highlight of Project Hikari is how every scene is separated by comic panels whites.

This also helps in reducing motion sickness in VR that can be caused by fast jerks and movements

in VR.[23]

Figure 4.4: Project Hikari by Square Enix [31]
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