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Reliability analyses were conducted for the subscales measuring perceived competence 

(Cronbach’s α = .92) and perceived integrity (Cronbach’s α = .72).  Inter-item 

correlations were determined to be acceptably strong (Cronbach’s α > .7; Nunnally, 

1978) and composite mean scales were used in the following analysis.  Perceived 

competence and integrity were each subjected to a 2 (failure type: competence, integrity) 

× 2 (repair strategy: apology, denial) mixed repeated-measures ANOVA.  There were no 

significant main effects of failure type on perceptions of competence (F (3, 16) = 1.46, p 

> .05, ηp
2 = .22) or integrity (F (3, 16) = .038, p > .05, ηp

2 = .01).  However, the observed 

effect sizes suggested a large effect of failure type on perceived competence (ηp
2 = .22) 

but a small effect on integrity.  This finding was similar to previous research (e.g., Kim et 

al., 2004).  The effect of failure type on perceived integrity was small (ηp
2 = .01) and 

therefore provides no evidence that failure type affected participants’ perceptions of 

system integrity.  Also, there was a large difference in the strength of system failure type 

effects on perceived competence and integrity, indicating that both failure types affected 

perceived system competence substantively more than perceived system integrity. 

Causal attributions 

We also examined the effect of trust repair strategy on causal attributions.  These 

dependent variables were individually subjected to a 2 (failure type: competence, 

integrity) × 2 (repair strategy: apology, denial) mixed repeated-measures ANOVA.  

Results indicated no significant main effects of repair strategy on causal attributions to 

the automation (F (1, 18) = .275, p > .05, ηp
2 = .02), causal attributions to self (F (1, 18) = 

.25, p > .05, ηp
2 = .01), or perceived responsibility (F (1, 18) = 4.10, p > .05, ηp

2 = .18).  
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Although not significantly different, mean attributions toward the automation and mean 

perceived responsibility trended in the predicted directions (e.g., apologetic automation 

was perceived as more responsible and more at fault for failures).  There was a significant 

main effect of trust repair strategy on external attributions such that participants attributed 

more fault to the situation when the automation denied committing failures (M = 5.40, SD 

= 1.22) than when it apologized for committing failures (M = 4.00, SD = 1.62; F (1, 18) = 

4.78, p = .042, ηp
2 = .21; see figure 3).  These findings indicate that apologies and denials 

were differentially perceived by participants consistent with previous literature (e.g., Kim 

et al., 2004). 



20 
 

 

Figure 3.  Mean situation attributions between failure types, organized by repair 

strategies.  Significant differences (p < .05) are indicated by an asterisk.  Errors bars 

display +/- 1 standard error. 

Exploratory Variables. 

Perceived usefulness, perceived reliance, self-confidence, task time, and 

subjective workload (measured by TLX) predict of automation use and were also 

measured and analyzed.  Each of these dependent variables was subjected to a 2 (failure 
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type: competence, integrity) × 2 (repair strategy: apology, denial) mixed repeated-

measures ANOVA.  No significant (p > .05) main effects or interactions of failure type 

and repair strategy were detected for perceived usefulness, perceived reliance, self-

confidence, and task time.  This suggests that apologies and denials did not differentially 

affect behavior or associated perceptions.  The 6 TLX subscales were analyzed 

separately, since each subscale measures a different component workload: mental, 

physical, temporal, effort, performance, and frustration.  There was a significant main 

effect of repair strategy on perceived physical workload (F (1, 42) = 6.60, p = .014, ηp
2 = 

.136), indicating that denials produced lower perceptions of physical demand than 

apologies (see figure 4).  We conclude that apologies and denials do not differentially 

affect perceptions, with the exception of perceived workload and trust, that are critical to 

reliance and use of automation.   
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Figure 4.  Mean perceived physical workload between failure types, organized by repair 

strategies.  Significant differences (p < .05) are indicated by an asterisk.  Errors bars 

display +/- 1 standard error. 

DISCUSSION 

The aim of the current study was to determine whether the effects of system 

apologies and denials on user trust depend on system failure type during human-

automation interactions. We hypothesized that a) apologies better repair trust harmed by 
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competence-based failures than trust harmed by integrity-based failures, and b) denials 

better repair trust harmed by integrity-based failures than trust harmed by competence-

based failures.   

Our results supported our first hypothesis and revealed that apologies repair 

competence-based failures but damage trust following integrity-based failures.  These 

data replicate interpersonal trust repair literature (Kim et al., 2004) in a human-

automation context.  We also support early human-automation trust repair research 

examining apologies in contexts containing only competence-based failures (de Visser et 

al., 2016; Robinette et al., 2015).  Importantly, we provide new insight into the extent to 

which system transparency is and perceptions of automation’s intent are critical to trust 

repair in human-automation interactions (Schaefer et al., 2017; de Visser et al., 2018).  

User trust in automation is repaired when the user’s values align with their perceptions of 

the machine’s intent.  For example, automation apologies for incompetence repair user 

trust by signaling remorse that the error occurred and indicates the intention of not 

repeating the error in the future.  However, automation apologies for violating user values 

fail to repair trust because they admit to intentionally committing errors and are perceived 

as likely to repeat in the future.  Therefore, strong, lasting, damaging effects of integrity-

based trust violations exist in both interpersonal interactions (Schweitzer, Hershey, & 

Bradlow, 2006; Reeder & Coovert, 1986) and human-automation interactions.   

Our second hypothesis was not supported, which suggests that the effects of 

denials on trust do not significantly depend on failure type.  Interestingly, this means that 

trust repair in human-automation interactions is similar, but not identical, to human-
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human interactions.  A possible explanation can be found by examining implicit biases 

that differentiate how people perceive automation and human performance.  Automation 

is viewed as a more credible information source than human partners in the same context 

(Lerch, Preitula, & Kulik, 1997; Petty and Cacioppo, 1986).  People are more likely to 

trust and comply with statements made by automation than statements made by other 

people (Mosier, Skitka, & Heers, 1996).  Because credibility enhances the effectiveness 

of denials (Shapiro et al., 1994), these data suggest that automation denials more 

effectively repair competence-based trust than human denials.  Furthermore, causal 

attributions rely on superficial situational cues when causal information is scarce or 

absent (Lewicki & Bunker, 1996).  Also, users experiencing conditions, such as high 

workload, that impair their ability to verify machine performance (Parasuraman & Riley, 

1997) are similarly likely to over-rely on superficial information to update trust. 

An interesting relationship exists between workload and trust repair; however, the 

extent to which this may impact automation use remains unclear.  Participants interacting 

with apologetic automation experienced significantly greater physical task demand than 

participants interacting with automation denials.  This finding supports speculation from 

emerging trust repair literature (de Visser et al., 2018) that workload and individual 

differences in cognition (e.g., working memory capacity) may have an important effect 

on trust repair.  At least one alternative trust repair strategy, perspective-taking, has been 

shown to be cognitively demanding (Roßnagel, 2000).  Together, these findings suggest 

that repairs that require greater inferences to be made about intentionality and mind of the 

trustee may be more demanding than less inferential repair strategies, such as denials.  
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Exploring the performance of repair strategies under varying levels of workload may 

prove an interesting and important area for future research. 

Automation has become widely available and already uses trust repair in response 

to system failures.  The effects of system competence have been the focus of much 

research (Muir & Moray, 1996; Waytz, Heafner, & Epley, 2014); however, more work is 

needed to further understand how integrity failures affect user trust.  Modern automation 

should consider the impact that failure types have on user perceptions and, when trust 

repair is advantageous, take measures to preserve perceptions of system integrity.  

Although apologies have a history of success at repairing trust, they do expose the 

human-automation team to risk of confirming otherwise ambiguous perceived integrity-

based system failures.  Denials may prove to be a safer repair strategy to use under high 

workload conditions, when system integrity is in question, or when failure causes are not 

verifiable.  Although not yet empirically tested, sound theory discussed in this paper 

suggests that anthropomorphism may affect trust repair.  Anthropomorphism is an 

important consideration as automation continues to progress toward autonomy and 

display further degrees of humanness.  Trust repair in autonomous systems may prove to 

be more similar to human-automation interaction (de Visser et al., 2018) than the 

automation tested in the current study.  More work is needed to further delineate the 

boundaries of trust repair in human-automation interaction. 

Limitations and Future Directions 

Future work should address several limitations which affected the generalizability 

of our results.  First, trust is increasingly difficult to repair as failures become more 
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frequent (Lewicki & Bunker, 1996).  Therefore, system reliability is likely a key 

determinant of trust repair.  Denials may continue to effectively repair trust during lower 

levels of reliability by displacing blame for both types of failures, whereas apologies may 

lose effectiveness (or even be perceived as meaningless) due to repeated admittance of 

guilt and low perceived sincerity. 

A second limitation of this study is the single task domain (taxi dispatching).  

Trust in automation (Pak, Rovira, McLaughlin, 2017; Zand, 1972) and perceptions 

affecting trust (e.g., perceived competence and integrity; Schoorman, Mayer, & Davis, 

1995) are domain-specific.  Thus, it is unknown how our findings may generalize to other 

contexts.  Also, the app-based rideshare domain was chosen because it closely resembled 

a nascent technology familiar to undergraduate participants.  However, we did not 

explore how prior knowledge of the task or domain may have influenced trust repair. 

Further research should explore the effects of trust repair strategy content and 

length.  Substantive messages are more likely to repair trust than simple messages 

(Bottom et al., 2002).  For example, Kim and colleagues’ (2004) utilized detailed repairs, 

whereas our study used concise and simple error messages.  We opted for concise 

messages to increase generalizability of our findings, because lengthy messages are 

unlikely in most currently available applications and are potentially unsafe if used in such 

settings (e.g., in-vehicle GPS).  Our automation error messages were therefore short 

enough to be quickly read but long enough that they provided adequate information about 

the failure context and repair intervention. 
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Last, our study tested only two of many possible repair strategies as well as two of 

many possible failure types.  Additional research is needed to further explore the effects 

of apologies and denials as well as a wide variety of alternative repairs.  For example, 

future work may choose to examine simple acknowledgements as a quick, low-cost repair 

(e.g., “Something went wrong!”).  Further analysis of the effects of failures types are also 

needed, particularly for trust repair effects on perceived benevolence, the third dimension 

of trust (Mayer et al. 1995).  As automation becomes increasingly humanlike, it is 

possible that perceptions such as benevolence may play a greater role in how users trust 

systems. 

Conclusion 

Currently, automation design and performance interventions can manipulate the 

formation and resilience of trust.  However, little is known about repairing trust following 

system failures.  This study is among the first to explore trust repair effects in human-

automation interactions and has provided useful insights into the contours of trust repair 

in this domain.  Unlike visual anthropomorphism, which is sensitive to individual user 

differences and system reliability, system communication provides a more resistant 

design feature that could be implemented flexibly based on system reliability.  This 

allows a user’s perception of the automation to ebb and flow with automation 

performance, enabling people to adjust their usage of automation more appropriately in 

real-time.  
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Appendix A 

Hoff and Bashir’s (2015) model illustrating factors that affect automation trust. 
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Appendix B 

Example task interfaces 

Task interface immediately after a participant fails to select in the allotted 10 seconds. 

 
 
Task interface immediately following an automation failure. 
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Task interface immediately after successfully responding to the call sign “Mason” in the 
communications panel. 

 
 
 
 

 
 

  



32 
 

Appendix C 

Full list of automation error messages. 
 
Integrity failures with apologies 

• [System]: Customer requested a faster pickup time. You lost the fare. [TED]: I am 
so sorry! I routed a closer driver because the needs of RideAway customers come 
first. 

• [System]: Customer requested a more experienced driver. You lost the fare. 
[TED]: My apologies! I routed taxi with a better rating to help the reputation of 
RideAway. 

• [System]: Customer requested a more luxurious vehicle. You lost the fare. [TED]: 
I apologize! I routed a luxury taxi to keep the RideAway customer happy. 

• [System]: Customer requested the safest driver available. You lost the fare. 
[TED]: I am sorry! I routed a driver to help improve the overall reputation of 
RideAway. 

• [System]: Customer required more seats than you have. You lost the fare. [TED]: 
Sorry! I routed a higher occupancy taxi to keep the RideAway customer happy. 

 
 Integrity failures with denials 

• [System]: Customer requested a faster pickup time. You lost the fare. [TED]: It 
was not my fault! RideAway forced me to send a closer driver to the customer. 

• [System]: Customer requested a more experienced driver. You lost the fare. 
[TED]: It was out of my control! RideAway made me to route a taxi with a better 
rating. 

• [System]: Customer requested a luxury vehicle. You lost the fare. [TED]: I was 
not responsible! RideAway required me to route the most luxurious taxi available. 

• [System]: Customer requested the safest driver available. You lost the fare. 
[TED]: It was not my fault! RideAway required me to route a taxi with a safer 
driving record. 

• [System]: Customer required a high occupancy vehicle. You lost the fare. [TED]: 
I was not at fault! RideAway made me send a taxi with more seats than you have. 

 
Competency failures with apologies 

• [System]: There were traffic backups on route to customer. You lost the fare. 
[TED]: I am so sorry! I failed to access my traffic feed and did not detect the 
backup. 

• [System]: Road construction caused delays on route to customer. You lost the 
fare. [TED]: My apologies! I experienced a GPS failure and was unable to detect 
the detours. 

• [System]: Rush hour traffic increased estimated travel time. You lost the fare. 
[TED]: I apologize! I failed to predict the traffic and miscalculated your time of 
arrival. 
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• [System]: Weather conditions became severe on route to customer. You lost the 
fare. [TED]: I am sorry! I lost my internet connection and failed to detect the 
weather change. 

• [System]: Could not connect to RideAway server. You lost the fare. [TED]: 
Sorry! I experienced an internal error and could not route your taxi to the 
customer.  

 
Competency failures with denials 

• [System]: There were traffic backups on route to customer. You lost the fare. 
[TED]: It was not my fault! I miscalculate the route because of an unpredictable 
vehicle collision. 

• [System]: Highway construction caused delays on route to customer. You lost the 
fare. [TED]: It was out of my control! I miscalculated because the road 
construction was unplanned. 

• [System]: Rush hour traffic increased estimated travel time. You lost the fare. 
[TED]: I was not responsible! I inaccurately estimated the drive time because 
traffic is heavier than usual. 

• [System]: Weather conditions worsened on route. You lost the fare. [TED]: It was 
not my fault! I failed to detect the weather change because of a poor internet 
connection. 

• [System]: Could not connect to the customer. You lost the fare. [TED]: I was not 
at fault! I was unable to confirm the route due to an external server error. 
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Appendix D 

History-based trust questionnaire adapted from Lee and Moray (1994). 
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Appendix E 

NASA-TLX measure of workload (Hart & Staveland, 1988). 
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Appendix F 

Perceived competence and integrity questionnaire adapted from Kim, Dirks, Cooper, and 
Ferrin (2004).  All questions used a 7-point Likert scale (1 = strongly disagree, 7 = 

strongly agree).  The first group of questions assessed perceived competence and the 
second group of question assessed perceived integrity. 

 
 
Please rate the degree to which you disagree or agree with the following statements. 

1. TED is very capable of performing its job.   
2. TED has much information about the work that needs to be done.   
3. I feel very confident about TED’s abilities.   

 
Please rate the degree to which you disagree or agree with the following statements. 

1. I like TED’s values.   
2. Sound principles seem to guide TED’s actions.   
3. TED has a great deal of integrity. 

 
 
 
  


