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Abstract

Most modern high-performance computing systems comprise of one or more accelerators with varying architectures in addition to traditional multicore Central Processing Units (CPUs). Examples of these accelerators include Graphic Processing Units (GPU) and Intel’s Many Integrated Cores architecture called Xeon Phi (PHI). These architectures provide massive parallel computation capabilities, which provide substantial performance benefits over traditional CPUs for a variety of scientific applications.

We know that all accelerators are not similar because each of them has their own unique architecture. This difference in the underlying architecture plays a crucial role in determining if a given accelerator will provide a significant speedup over its competition. In addition to the architecture itself, one more differentiating factor for these accelerators is the programming language used to program them. For example, Nvidia GPUs can be programmed using Compute Unified Device Architecture (CUDA) and OpenCL while Intel Xeon PHIs can be programmed using OpenMP and OpenCL. The choice of programming language also plays a critical role in the speedup obtained depending on how close the language is to the hardware in addition to the level of optimization. With that said, it is thus very difficult for an application developer to choose the ideal accelerator to achieve the best possible speedup.

In light of this, we present an easy to use Graphical User Interface (GUI) Tool called X-MAP which is a performance prediction tool for porting algorithms and applications to architectures which encompasses a Machine Learning based inference model to predict the performance of an application on a number of well-known accelerators and at the same time predict the best architecture and programming language for the application. We do this by collecting hardware counters from a given application and predicting run time by providing this data as inputs to a Neural Network Regressor based inference model. We predict the architecture and associated programming language by pro-
Providing the hardware counters as inputs to an inference model based on Random Forest Classification Model.

Finally, with a mean absolute prediction error of 8.52 and features such as syntax highlighting for multiple programming languages, a function-wise breakdown of the entire application to understand bottlenecks and the ability for end users to submit their own prediction models to further improve the system, makes X-MAP a unique tool that has a significant edge over existing performance prediction solutions.
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Chapter 1

Introduction

In the field of high-performance computing, most systems have a heterogeneous architecture. This heterogeneity is due to the availability of multiple accelerators, such as Graphic Processing Units (GPU) and Intel’s Many Integrated Cores (MIC) architecture called Xeon Phi (PHI), to augment the host processor. While each accelerator is unique in its own sense, one common phenomenon observed across the board is the massive parallelism provided by each of them. This provision has allowed application developers to exploit the inherent parallelism in their code resulting in massive execution time speedups.

In addition to the accelerators themselves, there is a huge variety of programming languages that can be used to target these accelerators. For example, Nvidia GPUs can be programmed using Nvidia Compute Unified Device Architecture (CUDA) or OpenCL. On the other hand, Intel PHIs can be programmed using OpenMP or OpenCL. Each of these programming languages has their own advantages and disadvantages depending on the level of optimization and portability across architectures. As an example, let us look at Nvidia CUDA as a programming language that can guarantee the best possible speedup (when proper optimization and coding techniques are used) on a Nvidia GPU due to possible architecture level optimizations. But on the contrary, a developer can use Nvidia CUDA only to program CUDA-enabled GPUs. As a second example, we look at OpenCL as an option that boasts compatibility across CPU, GPU and PHI architectures but does not guarantee maximum speedup due to lack of architecture level optimization. As demonstrated with the above two examples, we have the option to either achieve the best possible speedup or the luxury of being able to run the same code on different architectures with minor modifications.
With these many options available at our disposal, it is possible that a developer will face a dilemma as to which architecture will best suit the current needs. To make things even more difficult, a developer might commit to a particular architecture and a programming language only to find out later that it does not provide the optimal speedup. This process of trial and error to find the best possible architecture and programming language combination can be both tiresome and time-consuming. Further, as rapidly as technology is changing, it is impossible to exhaust all combinations available.

Traditional performance predictions tools, which we will be discussed in more detail in Chapter 2, utilize analytical methods to predict performance which has limited functionality both in terms of the number of architectures supported and the prediction accuracy. While some other proposed methods overcome the low prediction accuracy by utilizing regression techniques, they lack support for multiple architectures and programming languages. These challenges in addition to the fact that no current work in the literature encapsulates the prediction framework into a neatly packed GUI tool, makes the work proposed here all the more important. Moreover, the proposed work reduces the burden on the developer who no longer has to individually setup each prediction model to predict the performance of a particular implementation. The time thus saved can be utilized in the development of the actual code for the architecture and programming language combination, ultimately providing the maximum speedup.

To alleviate all the above-mentioned problems, we propose an easy to use Graphical User Interface (GUI) Tool called X-MAP which is a performance prediction tool for porting algorithms and applications to architectures. The tool lets a user insert his/her implementation for any of the supported architectures and provides a graphical visualization of the predicted run time, predicted architecture and predicted programming language for all of the supported combinations of architecture and programming language. As shown in Figure 1.1, X-MAP lets users map performance from a wide selection of architectures and programming languages.

The remainder of this thesis is structured as follows: In Chapter 2 we review previous work in the field of performance prediction and also look at some of the GUI-based performance prediction approaches that aim to predict time and architecture respectively. Additionally, we will analyze the advantages and disadvantages of these tools to better understand the problem and thus improve our approach. Chapter 3 focuses on the software architecture for our toolkit and presents the flow of data between the front-end and the back-end. In Chapter 4, we will take a look at the Qualitative
Model, Quantitative Model and the application profiler that form the basis of our toolkit’s back-end. Following this is a brief discussion related to the different elements of the front-end of our system and how each of these components helps the user in understanding the application performance bottlenecks and the best suitable architecture. We then look at the prediction performance of our toolkit by running a real life application and providing step-by-step instructions on how to use the toolkit. Finally, in Chapter 8 we provide conclusions and discuss the various potential branches for future work.
Chapter 2

Related Work

This chapter discusses related work in the field of performance prediction and how it motivates and contributes to the overall development of this research. The following sections segregate the prediction models into one of the three categories: Analytical Models, Regression Models, and Models with GUI-based interface. Section 2.1 discusses some of the works that propose Analytical Models for performance prediction. These models utilize features from the architecture to develop a prediction model. In Section 2.2, the works focus on Regression based models that make use of Hardware Counters, discussed further in Chapter 5, to train their models. Finally, Section 2.3 deals with related works in the performance prediction domain that encapsulate their model in an easy to use GUI-based tool.

2.1 Analytical Models

The Roofline Model [25] and the Boat Hull Model [23] are two of the classical prediction models for predicting the performance of floating point applications on a multicore architecture. The work presented in the Boat Hull Model is an improvement over the Roofline Model. Both models only provide an upper limit for the run time prediction.

The Roofline Model focuses mainly on predicting the floating point performance on the following four multicore CPU architectures: Intel Xeon, AMD Opteron, Sun UltraSPARK and IBM Cell. The model considers architectural constraints and concentrates on providing an upper limit to the performance gains that can be obtained on the given architecture. For example, if knows the
maximum performance gain that can be obtained on the given architecture, the developer can focus on optimizations that will thereby get the most out of the architecture. The paper also discusses some of the fallacies in their model regarding not taking into consideration modern CPU features such as caches and prefetching. Thus, the Roofline Model makes a simplified yet very good attempt at floating point performance prediction but fails to provide additional detailed execution time information. Moreover, the model also does not support accelerator architectures such as GPUs and PHIs and hence limits its usage scope.

The Boat Hull Model modifies the Roofline Model to include additional information such as the class of the algorithm. The addition of this information allows the authors to fine-tune optimizations to the Roofline Model for that particular class. In addition to the latter changes, the authors also changed the prediction quantity from 'number of floating point operations' to 'execution time' thereby broadening the application of the model. The advantages of the Boat Hull Model over the Roofline Model are that it is straightforward to understand and requires little architectural information. The authors focus on predicting the performance of test applications on a Nvidia GTX 470 GPU, which is a key drawback in the lack of supported architectures.

Succeeding works presented in [9, 27, 15, 10, 13] take a slightly more complicated approach for performance prediction. From these works, we can conclude that there is a strong correlation between execution time and micro-architecture features such as instruction pipeline, memory access, thread count and memory bandwidth. Further, these features are some of the bottlenecks currently preventing applications from performing in an optimal manner. Thus understanding the relationship between them and the execution time, will aid in performance prediction. For example, if the major stake of an application runtime is dedicated to memory access then an architecture with faster memory access capabilities such as a CPU will be a much better choice than opting for an accelerator. Although these models perform better in terms of prediction accuracy than the Roofline Model and Boat Hull Model, the lack of multi-architecture support is a serious drawback.

2.2 Machine Learning Models

The Machine Learning Models rely on Hardware Counters, which will be discussed further in Chapter 6, that are provided as inputs to their prediction model/framework. Hardware Counters, as their name suggests, are counters that are part of the architecture and collect vital information
about the instructions executed. For example, a Floating Point Operations counter will increment itself everytime a floating point operation is performed.

The models proposed in [11, 8, 16, 18, 26] are based on taking an implementation for one architecture and porting it to another architecture. This approach is very much in line with our proposed work as even we believe that profiling application code through the use of hardware counters is one of the best and most efficient ways to capture and analyze application behavior.

The work proposed by Baldini [11] shows the use of a Machine Learning Classifier to determine if an application will experience an execution time benefit by running on a GPU. The model collects dynamic instruction profiles when running the default implementation and provides this information as input to the classifier. The profile consists of features based on computation instructions, loads, and code branching. With that said, the classifier has an error rate of 23% with drawbacks being the lack of support for accelerators other than GPUs and absence of an easy to use interface.

Similarly, the paper by Ardalani [8] focuses on predicting the actual execution time rather than classifying, thus making it a regression problem. The implementation starts with the collection of dynamic instruction profiles when running the default implementation and then provides it as input to the regressor. In contrast to what [11] considers as important features, this work takes into consideration features such as the mix of arithmetic operations, the working set size of the data and the number of concurrent operations. Moreover, while the Analytical Models focused on micro-architecture dependent features, this work uses micro-architecture independent features making the prediction more versatile across architectures. Finally, the proposed model has a prediction error of 36% and again lacks support for accelerators other than GPUs and an easy to use interface.

Following a similar approach, the models presented by Ipek [16] and Lee [18] perform performance prediction by providing the hardware counters as inputs to a Neural Network. From an execution time prediction standpoint, Neural Networks are better because of their robustness to noise in training data and fast evaluation of the learned target function [20]. Both of these properties help us build a model that can better capture target architecture features and at the same time create an inference model that can quickly output the prediction for a test application.

The model proposed by Ipek [16] uses machine learning to predict performance over a large multi-dimensional space defined by program inputs. The implementation starts by collecting a sample dataset of a collection of points spread evenly across parameter space. For each point,
they obtain the execution time on actual hardware and then divide the dataset into training and test sets. The training set is provided as input to a Multi-Layer Fully Connected Feed Forward Neural Network that is trained to reduce the percentage prediction error. Finally, the trained model is evaluated against the test set for which they report an error between 5% and 7%. The model is trained to predict the performance of parallel applications for multicore CPU architectures on Thunder [5] and BlueGene/L [1] systems at Lawrence Livermore National Laboratory. Thus the model does not attempt to predict the performance of accelerator architectures such as GPUs and PHIs, which would have made it more compelling. Finally, by not encompassing their work in an easy to use visual toolkit, it is difficult for an application developer to make use of their offerings.

The study by Lee [18] concentrates on the comparison between the use of Regression and Neural Networks for performance prediction. The authors show that Regression offers greater transparency and statistical understanding while Neural Networks offer greater usability, automation, and robustness to noise in training data. Similar to the model proposed in [16], the training set is provided as input to a Multi-Layer Fully Connected Feed Forward Neural Network using a Backpropagation algorithm and Gradient Descent for convergence. The model also adds a momentum factor to ensure faster Gradient Descent convergence. The percentage prediction error after running an inference on the test set offers comparable accuracy for Neural Network and Regression Models with the main difference being the interquartile range where we observe a greater spread in Regression compared to Neural Network. Again, the models focus primarily on predicting CPU performance and thus fails to support accelerator architectures.

### 2.3 GUI-Based Toolkits

HPCToolkit [7] is set of tools for measurement and analysis of applications on heterogeneous systems. It utilizes sampled values of timers and performance counters to measure an applications work, resource consumption, and bottlenecks and maps them to the calling context of their occurrence. HPCToolkit works with a wide variety of programming languages with support for fully optimized applications that are statistically or dynamically linked. The toolkit imposes very low overheads which help it to scale to large parallel systems. With the help of hpcviewer and hpctraceviewer, it is possible to visualize performance data in code-centric views and also analyze performance variation across threads. In addition, the visualization tool can also render trace views at multiple
levels of abstraction in a very short time.

The next tool is Intel Vtune Amplifier [19] which is a performance analysis tool for design and development of single and multithreaded applications. The tool helps developers analyze algorithms and provides tips to get the most out of the hardware. Moreover, it aids developers in determining the compute intensive parts of the code, unoptimized sections of the code, available synchronizations methods and also information on hardware related issues such as data sharing, cache misses, branch misprediction, etc.

Following this we have Vampir [22] which provides an easy to use framework for visualizing program behavior at different levels. Some of the major highlights of the tool are its ability to convert performance data into different performance views, support for navigation and zooming into the latter generated views and identifying the inefficient sections of the code. Another key feature of the tool is its ability to monitor accelerators such as GPUs and PHIs. The application trace collected by the toolkit provides CUDA and OpenCL support to understand runtime behavior of hardware accelerators.

The Nvidia Visual Profiler [3] is a cross-platform profiling toolkit for optimizing the performance of CUDA-based applications. It focuses on providing vital information such as performance bottlenecks in the applications in a neatly configured graphical view. Since CUDA activities are not just limited to the GPU, it is possible to have a unified timeline for the both the CPU and GPU which is very important in an accelerator based heterogeneous architecture where the CPU offloads its task to the GPU. The profiler also keeps tracks of memory transfers, kernel launches and other API functions which is useful when trying to understand application overheads. Finally, the guided application analysis feature provides a step-by-step analysis and optimization guidance. Through the use of powerful graphical visualizations, it clearly points out optimization opportunities in the application.

All the above-mentioned tools perform really well when it comes to analyzing the performance of the application for a given architecture. But as we can see, none of the tools focus on predicting the performance on a different architecture or discuss the potential of achieving better performance through the use of accelerators on a heterogeneous system. Moreover, not one tool is capable of replacing the other because each tool focuses only on one architecture and one programming language. While some tools like Vampir do support multiple programming languages, but it only supports one architecture. Finally, none of the tools give us access to the underlying hardware
counter information which is very important for fine tuning of the applications from a machine level perspective. Thus, it is the need of the hour to develop a tool that can fill in all the above-mentioned drawbacks in terms of being able to predict the performance of multiple platforms and support analysis of existing implementations for multiple architectures and programming languages.

2.4 Summary

In this chapter, an overview of the related work that lead to the motivation behind the thesis research is given. The chapter focuses on three different types of performance prediction and analysis toolkits based on analytical models, machine learning models and toolkits with a graphical user interface. For each of the above mentioned models and toolkits the chapter describes the advantages and disadvantages to further improve our tool.
Chapter 3

X-MAP Architecture

3.1 Architecture

In this Chapter, we will discuss the architecture of our toolkit, which is comprised of a front-end and a back-end. The back-end is responsible for profiling the application and predicting the execution runtime and best architecture using the Quantitative and Qualitative Model respectively. On the other hand, the front-end is responsible for the user level interaction such as loading and editing of source code and visualization of the prediction results.

As shown in Figure 3.1 the user first starts by loading the source code into the toolkit, which is represented by the Load Source Code block. The source code is then forwarded to the back-end of our toolkit, wherein it is sent to the Application Profiling block. The Application Profiling engine is responsible for profiling the source code using either Performance API (PAPI) or CUDA Profiling Tools Interface (CUPTI) depending on the source code programming language.

Alternatively, the user also has the option to directly upload application profiling data, which is represented by the Upload Profile block. This option lets the developer use an existing profile without the need for the source code.

Following, the application profile data collected using either of the above mentioned means is provided as input to the Qualitative and Quantitative prediction models. The Qualitative Model is a Random Forest Classifier and is responsible for predicting the best architecture, programming language and the combination of the two. On the contrary, the Quantitative Model is responsible for predicting the execution time of the application on each of the supported platforms.
The outputs for the above mentioned models are prediction confidence in percentage and execution time in seconds, which are pushed back to the front-end of the X-MAP architecture. In the front-end, the data is parsed to the visualizer, which generates graphs to visualize the prediction confidence and the execution time. The three blocks, Architecture Prediction, Programming Language Prediction, and Platform Prediction utilize the prediction confidence information and plot bar charts of percentage confidence for best architecture, programming language and platform respectively. Similarly, the Execution Time Prediction block utilizes the execution time data and plots bar chart for execution time (in seconds) on different platforms.

Finally, the Hardware Counter Visualization block takes the application profile as input and visualizes them using graphs for developers to analyze the application. The analysis includes functional breakdown to identify compute intensive parts of the program and visualization of the hardware counters to understand program behavior on the machine level.

### 3.2 Summary

In this chapter, the underlying software architecture for the toolkit is described. The architecture consists of a front-end, which is in-charge of user actions and visualization of prediction data. On the contrary, the back-end of the system is responsible for profiling of source code and running inferences using the prediction models to predict the best architecture, programming language, platform and execution time.
Figure 3.1: Toolkit Architecture
Chapter 4

Back-end Implementation

The back-end of our performance prediction tool consists of a Qualitative and a Quantitative Model. The Qualitative Model is a Random Forest Classifier, which is used to decide the best architecture to obtain maximum application speedup. On the other hand, the Quantitative Model is a Neural Network Regressor that predicts the execution time for the application on a given architecture. The following sections present a brief description of our models but for more detailed information please refer to our project website [4].

4.1 Hardware Counters

Hardware Counters are a set of special purpose registers, which are part of the microprocessor architecture, that store counts of hardware-related activities during computer software execution. These counters play an important role in performance analysis, application tuning and performance prediction. The number of Hardware Counters available on an architecture is limited and also varies from architecture to architecture. Moreover, the number of events that we intend to measure is significantly more than the number of counters and hence we use implementations such as Performance API [21] and CUDA Profiling Tools Interface [2] which program the counter with the index of the event we want to monitor.

The advantages of using Hardware Counters over software techniques is that they provide access to a wealth of detailed performance information related to architecture features such as functional units, caches, and main memory with a very low overhead. Secondary benefits of using
Hardware Counters over software techniques include no source code modification and ease of use. On the other hand, Hardware Counters traditionally face problems such as being unable to correlate the event metrics back to source code and a limited number of these counters. Moreover, with out-of-order scheduling and execution of multiple instructions, the values present in the Hardware Counters may retire at any moment in time depending on memory access, cache hits, and stalling of the instruction pipeline. This behavior can lead to assignment of Hardware Counters events to the wrong instruction, making their values invalid. These drawbacks have been recently overcome with the introduction of Instruction Based Sampling [14] which helps in per task data association.

4.1.1 PAPI: Performance API

Performance API (PAPI) [21] provides a standard application programming interface for accessing Hardware Counters available on most modern microprocessors. The implementation involves two interfaces to the underlying Hardware Counters with the first being a simple high-level interface for acquiring simple performance measurements and the second being a fully customizable low-level interface for more in-depth requirements.

In addition to ease-of-use, PAPI also provides portability across different platforms. Since it uses the same routines to control and access the Hardware Counters, a lowest common denominator set of events has been predefined to ensure support for different platforms. When using these standardized events, the developer only has to perform compilation and linking with no source code modifications. In a case of inconsistency where a particular event does not exist on the current platform, appropriate error codes are generated which significantly reduces the porting effort for applications using PAPI.

From a software standpoint, PAPI can again be divided into two layers. The upper layer is made up of the API and the machine independent support functions. The lower layer provides a machine independent environment to the architecture dependent functions and data structures. These functions access the underlying operating system, kernel extensions, or the assembly functions to access the counter registers. Based on the platform, PAPI utilizes the most efficient of the latter three options.

One more useful feature provided by PAPI is counter overflow prevention for both the underlying Operating System and the libraries. Since each Hardware Counter can be incremented multiple times in a single clock cycle and due to increasing clock speeds, it is highly likely for the
counters to overflow and hence having the ability to prevent this is a very useful feature. Additional features include portable implementation of asynchronous notifications when counter values exceed a threshold set by the user. This feature is important for generating accurate histograms of performance interrupts based on hardware metrics and provides a solid base for all line-level performance analysis software.

A list of available PAPI Event Counters and a brief description for each of them is provided in Appendix A.

4.1.2 CUPTI : CUDA Profiling Tools Interface

The NVIDIA CUDA Profiling Tools Interface (CUPTI) [2] provides performance analysis tools with detailed information about application behavior running on NVIDIA GPUs. It introduces powerful mechanisms to enable performance analysis tools such as the NVIDIA Visual Profiler (Nvprof) [3], TAU [12], and Vampir Trace [22] to interact with Hardware Counters on NVIDIA GPUs and provide valuable information to an application developer. For the creation of profiling and tracing tools, CUPTI provides the following four APIs:

1. Activity API: The Activity API allows for asynchronous trace collection of an application’s CPU and GPU activities. The activities are reported in the form of data structures for each activity. The API then stores these data structures in a buffer, which is transferred to the client on a time to time basis.

2. Callback API: The Callback API allows users to register a callback to the application code. This callback is invoked when the profiled application calls CUDA runtime or the driver functions. Each callback function is given a unique ID and is grouped into one of the four available domains for an easy association.

3. Event API: The Event API allows the user to query, configure, start, stop and read the hardware counters on the device. Like PAPI, even CUPTI refers to performance counters as events that are defined as a countable activity occurring on the device. Each event is given a unique ID and placed into one of the categories. The categories are a subset of a larger set of domains, which are subsets of groups and group set respectively. This type of grouping lets users analyze their program from different levels of sophistication.
4. Metric API: The Metric API is responsible for the collection of application metrics calculated from one or more event values and thus can be referred to as derived performance counters. Similar to event counters, even metric counters are grouped together into categories that indicate the type of characteristic measured by the metric.

A list of available CUPTI Event Counters and a brief description for each of them is provided in Appendix B.

4.2 Neural Network Regression

Artificial Neural Networks are a useful method for learning real-valued, discrete-valued, and vector-valued functions from training samples. It is appropriate for problems with the following characteristics:

1. Samples are represented as attribute-value pairs
2. The output function is discrete-valued, real-valued, or a vector of the latter two classes
3. The training dataset contains errors
4. Long training times are acceptable
5. Faster inference of the learned output function is required
6. The level of abstraction is unimportant

The problem of predicting the run-time using Hardware Counters satisfies all the above criteria and hence is a very good scenario for using Neural Network Regression.

We begin by first understanding the concept of Perceptron, which is the basic building block for a Neural Network. As shown in Figure 4.1 Perceptron takes a vector of real-valued inputs,
Figure 4.2: Sigmoid threshold unit

calculates a linear combination of these inputs and then outputs +1 if the result is greater than a threshold and -1 otherwise. Mathematically, it can be represented as follows [20]:

$$o(x_1, ..., x_n) = \begin{cases} +1, & \text{if } w_0 + w_1x_1 + w_2x_2 + ... + w_nx_n > 1 \\ -1, & \text{otherwise} \end{cases}$$

(4.1)

The next step for the Perceptron is to learn the values of the weights $w_0, ..., w_n$ for which we will utilize the Gradient Descent and the Delta Rule. The key idea behind the use of Delta Rule is to use Gradient Descent to search for the possible values of weights that will best fit the training dataset. Moreover, if the training dataset is not linearly separable, the Delta Rule converges towards the best approximation to the output function.

The Gradient Descent Rule provides the substrate for the Backpropagation algorithm, which is known to learn networks with many interconnected Perceptron units. This quality is important because single Perceptrons can only represent linear data space, which does not meet our requirements. Therefore, we must use Multilayer networks trained with the Backpropagation algorithm, which can represent nonlinear data space.

We know that multiple layers of cascaded linear units produce a linear output and since we prefer networks generating nonlinear functions, we need a unit whose output is both differential and a nonlinear function of its input. The solution is to use sigmoid as our threshold function resulting in a Perceptron unit as shown in Figure 4.2.

We now focus on the learning algorithm, which in our case is the Backpropagation algorithm. This algorithm learns the weights of a Multilayer layer network with a fixed set of fundamental units and interconnections. It uses Gradient Descent to minimize the squared error between the network output and the actual value for the output. The weight update is iterated thousands of times and a variety of termination conditions might be used to stop the training process. The choice of
termination condition is important because if the number of iterations is too few then we might not converge and on the other hand, if the number of iterations is too many then it can lead to overfitting.

Moreover, we know that our plane of convergence consists of many local minima and since we want to terminate at the best possible solution, we add a small momentum factor to our weight update rule. The added momentum keeps the ball rolling through small local minima or along flat regions in the surface where the ball would stop. At the same time, it also gradually increases the step size of the weight update, thereby speeding up convergence.

### 4.2.1 TensorFlow Neural Network Regressor

We implement our Neural Network Regression model in Tensorflow [6], which is an interface for expressing and executing machine learning algorithms. It has support for a wide variety of heterogeneous systems ranging from mobile devices to compute clusters. TensorFlow is highly flexible in the sense that it can be used to train and run inferences on algorithms for Neural Networks and is widely used in fields such as speech recognition, computer vision, robotics, information retrieval, natural language processing and geographic information extraction.

A TensorFlow system comprises of a client that uses a Session interface to communicate with the master and one or more workers. The workers, in this case, refers to computational devices such as CPU cores and GPU devices. TensorFlow also supports distributed systems and thus has a local implementation for single-node systems and a distributed implementation for multi-node systems.

The fundamental element used to build a TensorFlow network is called a Tensor: a data structure including signed and unsigned integers ranging from 8 bits to 64 bits, floats, doubles, complex numbers, and strings.

We implement our regressor using Tensorflow’s built-in functions for a neural network regressor and further modify the code to obtain better prediction results. Our network consists of three hidden layers in addition to the input and the output layer. The number of nodes in the input layer is variable and depends on the number of hardware counters that are highly correlated to run time prediction. The output layer has only one node that outputs the predicted run time. For the number of nodes in the hidden layers, we start with twice the number of input nodes and then fine tune it by performing a series of experiments to verify which configuration gives the best prediction accuracy. For example, when training with hardware counters collected from a serial C
implementation, the number of nodes in the hidden layers are 20, 15 and 5 respectively. Moreover, Table 4.1 gives information on our selection of hyperparameters for our network which we selected through experimentation.

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learning Rate</td>
<td>0.001</td>
</tr>
<tr>
<td>Loss Function</td>
<td>MSE</td>
</tr>
<tr>
<td>Batch Size</td>
<td>3</td>
</tr>
<tr>
<td>Training Iteration</td>
<td>1200</td>
</tr>
<tr>
<td>Momentum</td>
<td>0.5</td>
</tr>
<tr>
<td>Weight Decay</td>
<td>0.1</td>
</tr>
<tr>
<td>Dropout</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 4.1: Hyperparameter values of the neural network for our quantitative model.

4.3 Random Forest Classification

4.3.1 Decision Tree Classifier

Decision tree learning is an approximation technique for discrete-valued output functions where the trained function is represented as a decision tree. This type of training method is a popular inductive inference algorithm and can be used in areas such as diagnosis of medical cases to assessing the credit risk of a loan application. A Decision Tree Classifier performs exceptionally in cases where the hypothesis space has limited outputs as opposed to our previous model where the hypothesis space was infinite. Therefore a Decision Tree Classifier is appropriate for problems with the following characteristics:

1. Samples are represented as attribute-value pairs
2. The output function is discrete-valued
3. The target outputs are disjunctive classes
4. The training dataset contains errors
5. The training data has missing attribute-value pairs

Thus, our problem of predicting the best architecture and programming language using Hardware Counters satisfies all the above criteria and hence is a very good use case for a Decision
Tree Classifier.

A Decision Tree Classifier starts with the construction of the actual tree for the attributes. The root attributes are chosen by means of a statistical test to determine its classification accuracy for all the training samples. The child for the root node is created for each possible value of the root attribute and the training examples are sorted down to the branch. The entire process is repeated for all of the training samples similar to a greedy search algorithm. The end result is a Decision Tree Classifier, which based on the attributes at different levels of the tree, classifies an inference into one of the many output classes.

4.3.2 Random Forest Classifier

While Decision Tree Classifiers perform very well in most use case scenarios they are plagued with the following drawbacks:

1. Determining the depth of the tree
2. Handling training dataset with continuous attributes
3. Selecting attributes with different training errors
4. Handling data with missing attributes

While some of these problems can be eliminated by techniques such as pruning, some other serious drawbacks such as overfitting cannot be avoided. Hence it is important to find an alternative solution to better suit our classification needs.

We thus propose the use of a Random Forest Classifier, which is an extension to the Decision Tree Classifier with the following features:

1. Excellent accuracy
2. Efficient operation on large datasets
3. Gives a numerical estimation of what variables have high correlation
4. Estimates missing data and maintains accuracy when large quantities of data are missing
5. Avoids overfitting
The function of a Random Forest Classifier is similar to a Decision Tree Classifier with the only difference being that Random Forest grows many classification trees. Each tree thus gives a classification and then the forest, which is a collection of the above trees, selects the class with the most votes. Figure 4.3 shows the function in a diagrammatic representation.

4.3.3 Scikit Learn Random Forest Classifier

The ScikitLearn Random Forest Classifier [24] is a meta-estimator that trains a number of Decision Tree Classifiers on various subsets of training samples from the original training dataset and performs averaging to reduce training error and control overfitting. The size of the subset of training samples are always same as the original input sample size but are drawn with replacement.

For our Qualitative Model, the inputs to our Random Forest Classifier are the hardware counters and the output is the probability with which our classifier classifies the input into each of the output bins. The output bins could either be the four architectures, four programming languages, or the ten implementations depending on our classification requirements. We finally select the bin with the highest prediction confidence. Finally, for the hyperparameters themselves, we select our number of trees to be equal to 1500, which gives us the best prediction accuracy with high efficiency.
4.4 Summary

In this chapter, we describe the back-end of the system, which comprises of a Qualitative Model based on a Random Forest Classifier and a Quantitative Model based on a Neural Network Regressor. The Random Forest Classifier is implemented using Scikit Learn and takes in Hardware Counters as input and provides with architecture, programming language or platform as output. On the other hand, the Neural Network Regressor is implemented using TensorFlow and takes in Hardware Counters as input and provides execution time on different platforms as output.
Chapter 5

Front-end Implementation

In this Chapter, we will take a look at the Front-end of our toolkit and discuss in detail the various elements used in building our tool. Figure 5.1 showcases the application window the user is presented on launching the toolkit. The Front-end was designed using QT, which is a C++ based GUI development environment and consists of the following elements:

1. Text Editor
2. Buttons
3. Dropdown Menus
4. Tables
5. Graphs

In the following sections, we will discuss each of the elements in detail and understand the various interactions between them to synchronize the back-end of our toolkit with the elements in the front-end.

5.1 Text Editor

Figure 5.2 showcases the text editor where the user is able to write and edit his/her code prior to running the performance prediction models. The editor encompasses a Syntax Highlighter application that displays C and C++ files with custom syntax highlighting. The advantage of
Figure 5.1: Main application window for the toolkit showcasing the various building blocks
```cpp
#include <algorithm>
#include <cmath>
#include <iostream>

#include "cross_platform/GLUT.hpp"

#include "Height.hpp"
#include "Ocean.hpp"

/*
Initializes the variables and allocates space for the vectors.
*/
Ocean::Ocean(const double p_lx, const double p_ly, const int p_nx, const int p_ny, const double p_motion_factor)
{
    lx(p_lx),
    ly(p_ly),
    nx(p_nx),
    ny(p_ny),
    motion_factor(p_motion_factor) {
        height0L.resize(nx+1);
        height0R.resize(nx+1);
        HR.resize(nx+1);
        HI.resize(nx+1);
        hr.resize(ny+1);
        hi.resize(ny+1);
        for(vec_vec_d it=HR.begin(); it!=HR.end(); it++)
            it->resize(ny+1);
        for(vec_vec_d it=HI.begin(); it!=HI.end(); it++)
            it->resize(ny+1);
        for(vec_vec_d it=hr.begin(); it!=hr.end(); it++)
            it->resize(nx+1);
        for(vec_vec_d it=hi.begin(); it!=hi.end(); it++)
            it->resize(nx+1);
        ffty.reserve(nx);
        fftx.reserve(ny);
        for(int i=0; i<nx; i++) ffty.push_back(new FFT(ny, &HR[i], &HI[i]));
        for(int i=0; i<ny; i++) fftx.push_back(new FFT(nx, &hr[i], &hi[i]));
    }

    /*
    Free memory.
    */
    Ocean::~Ocean() {
        for(int i=0; i<nx; i++) delete ffty[i];
        for(int i=0; i<ny; i++) delete fftx[i];
    }
*/
```

Figure 5.2: Text editor
using the built in the text editor is that the user does not have to exit the tool to edit the code, which is extremely useful when making minor changes such as syntax correction and indentation. Additionally, since the editor has all of the modern features present in most modern text editors, the user will find it compelling to use the included editor.

5.2 Buttons

The buttons in the tool initiate various actions responsible for triggering the backend for our application. We have four buttons Open, Run, Save and Upload and we will discuss the functionality provided by each of them in the following subsections.

5.2.1 Open

Figure 5.3: Open button

The Open button is shown in Figure 5.3 and is responsible for opening code files into the text editor. It opens a dialog window as shown in Figure 5.4 that allows the user to select C and C++ code files to view and edit in the built-in text editor.

Figure 5.4: Dialog to allow users to open the source code file
5.2.2 Save

Figure 5.5: Save button

Figure 5.5 shows the Save button which is used to save the current text editor buffer to a file whose name and save location is decided by the user by typing it into the popup dialog box shown in Figure 5.6.

![Dialog to allow users to save the source code file](image)

5.2.3 Upload

Figure 5.7: Upload button

The Upload button, shown in Figure 5.7 is used to load pre-profiled application performance profiles that contain hardware counter information. This feature saves time and effort related to application profiling, which can contribute a significant amount of our toolkit runtime.
5.2.4 Run

The Run button shown in Figure 5.8, as the name suggests, triggers the start of our back-end, which involves running the application profiler, qualitative model, quantitative model and generates the visualization for our performance predictions.

5.3 Dropdown Menus

The Dropdown Menus are responsible for setting the various model variables and also to view specific visualization from the large selection of the graphs that are generated by the prediction model. The toolkit encompasses the following four Dropdown Menus and will discuss the functionality for each of them in their corresponding subsections:

1. Architecture Selection
2. Programming Language Selection
3. Prediction Quantity Selection
4. Hardware Counter Selection

5.3.1 Architecture Selection

The Architecture Selection Dropdown Menu, as shown in Figure 5.9, is responsible for letting the user select the target architecture for the code in the text editor or the uploaded application
profile. Currently, our toolkit supports four main architectures as listed below:

1. CPU - Intel Broadwell
2. GPU - Nvidia Kepler
3. PHI - Knights Corner (KNC)
4. PHI - Knights Landing (KNL)

### 5.3.2 Programming Language Selection

![Programming language selection dropdown menu](image)

Figure 5.10: Programming language selection dropdown menu

The next Dropdown Menu is the Programming Language Selection Menu shown in Figure 5.10, which is used to set the programming language of the code in the text editor or the uploaded application profile. Again, our toolkit supports the following four major programming languages:

1. C
2. CUDA
3. OpenMP
4. OpenCL
5.3.3 Prediction Quantity Selection

![Figure 5.11: Prediction quantity selection dropdown menu](image)

After running the prediction model in the background, we are able to generate a variety of predictions and their corresponding visualizations. Since presenting all graphs in the same window is difficult, we present the user the with the Prediction Quantity Selection Dropdown Menu, as shown in Figure 5.11, to toggle the visibility of the required graph. The Dropdown Menu consists of the following selections and the description for each is provided in the Graphs Section of this Chapter:

1. Functional Breakdown
2. Architecture Prediction
3. Programming Language Prediction
4. Platform Prediction
5. Runtime Prediction

5.3.4 Hardware Counter Selection

![Figure 5.12: Hardware counter selection dropdown menu](image)
The Hardware Counter Selection Dropdown Menu lets the user select the Hardware Counter that he/she wishes to visualize. This option lets the application developer look at the machine level optimization opportunities. Moreover, by visualizing the various hardware counters, it is possible to find architectural bottlenecks and in turn select a better performing architecture to suit our needs. As shown in Figure 5.12 the Dropdown Menu consists of a list of all the available Hardware Counters collected when profiling the application.

5.4 Table

The Hardware Counter Table in Figure 5.13 presents the data collected by profiling the application in an orderly manner. This format is important because data generated from the profiles can be intimidating to the common user and thus by presenting only the valuable information the developer can ultimately be more productive. We also present this data in the form of graphs but having a numerical form of output is helpful when comparing two closely valued Hardware Counters.

5.5 Graphs

The toolkit provides visualization for all predictions performed by the qualitative and quantitative models. In addition to the predictions, the toolkit also helps the developer visualize key aspects of the application such as Functional Breakdown, which is very important to understand how much the application spends in each part of the program and thereby narrow down bottlenecks. In this case, almost 75% of the runtime is being spent in the HISTO function can be subjected to speedup improvements. Moreover, by being able to visualize the Hardware Counters collected during the profiling stage, it is possible to scrutinize the code on the machine level and make better optimizations.
<table>
<thead>
<tr>
<th>Counter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>HISTO</td>
<td></td>
</tr>
<tr>
<td>PAPI_L1_DCM</td>
<td>3.27E+06</td>
</tr>
<tr>
<td>PAPI_L1_ICM</td>
<td>5.59E+05</td>
</tr>
<tr>
<td>PAPI_L2_DCM</td>
<td>4.67E+05</td>
</tr>
<tr>
<td>PAPI_L2_ICM</td>
<td>4987</td>
</tr>
<tr>
<td>PAPI_L1_TCM</td>
<td>4.13E+06</td>
</tr>
<tr>
<td>PAPI_L2_TCM</td>
<td>4.42E+05</td>
</tr>
<tr>
<td>PAPI_L3_TCM</td>
<td>804</td>
</tr>
<tr>
<td>PAPI_TLB_DM</td>
<td>1.01E+04</td>
</tr>
<tr>
<td>PAPI_TLB_IM</td>
<td>1.09E+05</td>
</tr>
<tr>
<td>PAPI_L1_LDM</td>
<td>2.94E+06</td>
</tr>
<tr>
<td>PAPI_L1_STM</td>
<td>4.21E+05</td>
</tr>
<tr>
<td>PAPI_L2_STM</td>
<td>3.29E+05</td>
</tr>
<tr>
<td>PAPI_STLICY</td>
<td>5.24E+06</td>
</tr>
<tr>
<td>PAPI_BR_UCN</td>
<td>7.56E+06</td>
</tr>
<tr>
<td>PAPI_BR_CN</td>
<td>4.99E+07</td>
</tr>
<tr>
<td>PAPI_BR_TKN</td>
<td>3.23E+07</td>
</tr>
<tr>
<td>PAPI_BR_NTK</td>
<td>2.49E+07</td>
</tr>
<tr>
<td>PAPI_BR_MSP</td>
<td>4.47E+05</td>
</tr>
<tr>
<td>PAPI_BR_PRC</td>
<td>5.70E+07</td>
</tr>
<tr>
<td>PAPI_TOT_INS</td>
<td>5.30E+08</td>
</tr>
<tr>
<td>PAPI_FP_INS</td>
<td>1.77E+06</td>
</tr>
<tr>
<td>PAPI_LD_INS</td>
<td>3.08E+08</td>
</tr>
<tr>
<td>PAPI_SR_INS</td>
<td>7.94E+07</td>
</tr>
<tr>
<td>PAPI_BR_INS</td>
<td>5.68E+07</td>
</tr>
</tbody>
</table>

Figure 5.13: Output of application profile in tabular format
5.5.1 Functional Breakdown Graph

![Functional Breakdown Graph](image)

Figure 5.14: Functional breakdown of the execution time for the application

The Functional Breakdown graph as shown in Figure 5.14 provides an execution time breakdown of the different functions of the application. The information is conveyed in the form of a bar chart that helps the developer understand how much time is spent on each part of the program and thus develop appropriate strategies to further optimize the program.
5.5.2 Architecture Prediction Graph

The Architecture Prediction graph in Figure 5.15 visualizes the output of the Qualitative Model responsible for predicting the best architecture for the application under study. As mentioned previously, we currently support four different architectures and thus our Architecture Prediction graph provides the confidence level for the architecture prediction results.

Figure 5.15: Percentage confidence for architecture prediction
5.5.3 Programming Language Prediction Graph

![Programming Language Prediction Graph](image)

Figure 5.16: Percentage confidence for programming language prediction

Similar to the Architecture Prediction graph, the Programming Language Prediction graph in Figure 5.16 suggests the best programming language for the application under study. We again support four programming languages and hence provide the confidence level for the model suggestions.
5.5.4 Platform Prediction Graph

The Platform Prediction graph in Figure 5.17 is a combination of the above two graphs and predicts the best platform, a combination of architecture and programming language, for the application. We have eleven different platforms rising from the combination of previously mentioned architectures and programming languages and thus the graph represents the prediction confidence for each of the total platforms.
5.5.5 Runtime Prediction Graph

The Runtime Prediction graph shown in Figure 5.18 presents the output of the Quantitative Model, which is predicts the execution time of the application on each of the supported platforms. On the X axis there are eleven different platforms while the Y axis indicates the time in seconds. These graphs show the predicted total runtime for the application on each of the platforms.

5.5.6 Hardware Counter Graphs

Figure 5.19: Functional breakdown of the hardware counters for the application
The Hardware Counter graph shown in Figure 5.19 is a function-wise visualization of the Hardware Counter value selected using the Hardware Counter Selection Dropdown Menu discussed earlier. This view allows the developer to explore the correlation between the Hardware Counters and the contribution of the individual functions to the total values and with this knowledge the user can make fine-tuned optimizations to gain maximum application performance.

5.6 Summary

In this chapter, we focus on the the front-end of the system consisting of a number of visualization components that can be used to view graphs for functional breakdown, prediction results and the hardware counters. Additionally, the GUI also comprises a number of buttons and dropdown menus which provide the users with a wide variety of programming language and architecture options. Finally, the text editor with its ability to highlight code syntax forms a vital part of the system front-end.
Chapter 6

Results and Analysis

In this Chapter, we will discuss the prediction accuracy of the toolkit from a developer’s standpoint. We will test our results using a real world application called Lulesh [17], which simulates the motion of materials relative to each other when subject to forces. The application has a highly optimized version of the code for all of our supported platforms and thus provides us with across the board base results for prediction comparisons. Moreover, we will also analyze the prediction results for a Histogram application, which focuses on predicting the execution time for different input sizes.

6.1 Performance Analysis Results

For the demonstration, we will start with the analysis of the CPU version of Lulesh and profile it to obtain the Hardware Counters that can then be used as input to the prediction models. Using the Open button on our toolkit we first load the code into our Text Editor and begin our one step prediction process by pressing the Run button. If we wish to profile the application on a different platform, we can use the Upload Profile button to load the profile data and then perform prediction. Nonetheless, after pressing the Run button, we see that the Hardware Counter table is populated and so are the visualizations for the different predictions.

The first graph we are interested in is the Functional Breakdown graph, which is shown in Figure 6.1. According to the breakdown, we see that our application spends the most time on CalcKinematicsForElems(), followed by CalcMonotonicQGradientsForElems(), and CalcFBHourglassForceForElems(). Thus, if the developer wants to focus on optimizing a particular function
then these three functions should be on the priority list to achieve maximum speedup.

![Functional Breakdown of Execution Time for Lulesh](image)

Figure 6.1: Functional breakdown of the execution time for Lulesh

### 6.2 Qualitative Model Results

The next graph is the Architecture Prediction graph shown in Figure 6.2 where the best architecture for the application at hand is the GPU architecture. The second best architecture according to our Qualitative Models is PHI-KNL, which appears to provide a significantly large speedup over its predecessor, the PHI-KNC architecture. Thus the developer has the option to select the GPU architecture for maximum application speedup or go with PHI-KNL, which has slightly reduced speedup but more CPU-like characteristics in terms of programming language.
Following this, we have the Programming Language Prediction graph shown in Figure 6.3 which predicts CUDA as the best programming language for obtaining maximum speedup. The next predicted language is OpenCL, which again can be used to program GPUs. While the difference in execution time for both programming languages running on the GPU is marginal, OpenCL provides a significant advantage when it comes to portability. Since OpenCL was designed keeping heterogeneous architectures in mind, it is straightforward to port a GPU-based OpenCL application to a CPU-based OpenCL application and vice versa. Thus, we again provide the developer with the option for maximum application speedup or maximum application portability.
Finally, we see that the Platform Prediction graph shown in Figure 6.4 is in sync with the previous two results and predicts GPU-CUDA to be the best platform followed by GPU-OpenCL for our test application. The advantage of having the Platform Prediction graph is that it helps the developer have an overview of the available architecture and programming language combinations and compare the performance provided by each combination. Moreover, it also highlights the drawbacks of the architectures and the programming languages themselves as some architectures and programming languages are not compatible. For example, Nvidia GPUs can only be programmed using Nvidia CUDA or OpenCL while AMD GPUs can only be programmed using OpenCL. Thus, by informing the developer of all the options, it allows the developer to select the best available platform.
6.3 Quantitative Model Results

The Quantitative Model lets us perform the execution time prediction for each platform, which is represented in graphical form in Figure 6.5. According to the graph, the GPU implementations using CUDA and OpenCL will have the least execution time followed by the PHI-KNL implementation using OpenMP. This result proves that our Qualitative Model is just as accurate as the Quantitative Model without providing the in-depth execution time information.
Table 6.1: Run time prediction results (in seconds) for Lulesh using Hardware Counters collected from four different platform.

<table>
<thead>
<tr>
<th>Platform</th>
<th>Actual</th>
<th>CPU</th>
<th>GPU-CU</th>
<th>CPU-OMP</th>
<th>PHI-OMP</th>
<th>Avg. MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU</td>
<td>119.11</td>
<td>NA</td>
<td>85.54</td>
<td>126.72</td>
<td>161.37</td>
<td>27.81</td>
</tr>
<tr>
<td>GPU-CUDA</td>
<td>0.0567</td>
<td>0.1796</td>
<td>NA</td>
<td>0.2164</td>
<td>1.2617</td>
<td>0.49</td>
</tr>
<tr>
<td>CPU-OMP08</td>
<td>38.29</td>
<td>42.51</td>
<td>33.14</td>
<td>41.73</td>
<td>65.69</td>
<td>10.05</td>
</tr>
<tr>
<td>CPU-OMP16</td>
<td>34.26</td>
<td>40.44</td>
<td>29.24</td>
<td>NA</td>
<td>59.13</td>
<td>12.02</td>
</tr>
<tr>
<td>PHI-OMP120</td>
<td>51.18</td>
<td>43.61</td>
<td>39.79</td>
<td>44.59</td>
<td>48.68</td>
<td>7.01</td>
</tr>
<tr>
<td>PHI-OMP240</td>
<td>47.59</td>
<td>40.38</td>
<td>33.93</td>
<td>39.44</td>
<td>NA</td>
<td>9.67</td>
</tr>
<tr>
<td>PHI-OMP136</td>
<td>0.2491</td>
<td>0.3391</td>
<td>0.1682</td>
<td>0.3076</td>
<td>2.3791</td>
<td>0.59</td>
</tr>
<tr>
<td>PHI-OMP272</td>
<td>0.1843</td>
<td>0.3024</td>
<td>0.1428</td>
<td>0.2573</td>
<td>2.1399</td>
<td>0.54</td>
</tr>
</tbody>
</table>

Finally, to verify the accuracy of our prediction models, we run all the available implementation of Lulesh and record their execution times as presented in Table 6.1. The first column labels the implementation we are trying to predict, the second column is the actual run time collected by running the application on the specified hardware and the remaining four columns are run times predicted using hardware counters from four different platforms. We see that the average mean absolute error for our prediction is 8.52 seconds and if we look closely we observe that the model
over predicts in majority of the cases. Thus, we can be assured that the run time the developer will observe on implementing the application on a different platform will be bound by the predicted run time. Moreover, since Lulesh lacks an OpenCL implementation, we were unable to record their execution time and compare them with the predicted values.

In order to evaluate the prediction accuracy of the model for an application with varying input sizes, we provide the model with Hardware Counters for the Histogram application running on default input size. The model then predicts the execution time for the same application with varying input sizes. The prediction results are shown in Table 6.2 and we see that the model is able to rightly capture the input scaling behaviour of the application and predict the execution time with an average Mean Absolute Error of 2.4.

<table>
<thead>
<tr>
<th>Input Size</th>
<th>Actual</th>
<th>Predicted</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>X-SMALL</td>
<td>3.63</td>
<td>5.72</td>
<td>2.09</td>
</tr>
<tr>
<td>SMALL</td>
<td>7.84</td>
<td>8.19</td>
<td>0.35</td>
</tr>
<tr>
<td>DEFAULT</td>
<td>16.11</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>LARGE</td>
<td>28.46</td>
<td>33.26</td>
<td>4.8</td>
</tr>
<tr>
<td>X-LARGE</td>
<td>42.57</td>
<td>44.93</td>
<td>2.36</td>
</tr>
</tbody>
</table>

Table 6.2: Run time prediction results (in seconds) for different input sizes of Histogram application using Hardware Counters collected from default input size.

6.4 Summary

In this chapter, we presented the workflow of our toolkit using two different applications. The first application is Lulesh, which simulates the motion of materials relative to each other when subject to forces. The toolkit predicts GPU to be the best architecture and CUDA to be the best programming language along with GPU-CUDA to be the best architecture and programming language combination. Moreover, of each of the platforms, the predicted mean absolute execution time error is 8.52. Following this, for predicting execution time for varying input sizes, we use an application which calculates the histogram of an image. The mean absolute prediction error in this case is 2.4, thus proving that the toolkit takes into consideration input scaling for execution time prediction.
Chapter 7

Conclusion and Future Scope

7.1 Conclusion

In this thesis, we have successfully designed and developed the front-end and made significant contribution towards the back-end to create a performance prediction tool that uses hardware counters from an already existing implementation to predict the performance on an accelerator-based system. We looked at some of the pre-existing prediction models and performance analysis tools and evaluated in detail their advantages and disadvantages. The fact that the prediction models lacked a graphical user interface and the performance analysis tools lacked a prediction model is the motivation for this thesis research.

We provided a discussion of the toolkit architecture and focus on the details concerning the back-end and the front-end of the toolkit. The back-end consists of a Random Forest Classifier based Qualitative Model and a Neural Network Regressor based Quantitative Model. On the other hand, the front-end has been designed and developed in C++ using QT application design framework.

We finally evaluated the prediction performance of our toolkit by testing it on a real world application called Lulesh, which simulates the motion of materials relative to each other when subjected to forces. We walk-through the different steps a user must follow to in order to predict the performance of his/her application on a wide variety of platforms. We observe that the average mean absolute error for our prediction is 8.52 seconds and observe that the model over predicts in a majority of the cases. Thus, we get an upper bound for the execution time and the developer will observe a time less than the predicted time for the final implementation. Moreover, we test the
accuracy of our prediction model for an application with varying input sizes. The results show that our prediction model is able to capture an application’s input scaling behavior. We also demonstrate the additional features present in our toolkit that help a developer visualize some of the common performance analysis data such as functional breakdown and the different hardware counters. All of this information helps the developer to identify bottlenecks and make better optimization decisions in his/her application development.

In conclusion, we have designed and developed a performance analysis toolkit that overcomes the drawbacks of existing performance prediction models and performance analysis tools. By using our toolkit, a developer will be able to investigate the best architecture and the programming language combination for their application all without implementing it for the target platform. This capability will save significant amount of time and money as having prior knowledge of the expected execution time will let the developer decide if porting is a good solution or not.

### 7.2 Future Scope

While our prediction model performs on par with other prediction models, in the future other researchers might come up with better prediction models and thus having the ability to replace the prediction model in the back-end will be a benefit. Hence we would like to update our toolkit with the ability for developers to load his/her custom prediction model. Moreover, we plan to improve our back-end model through better training methods and introducing training inputs that have a higher correlation to the execution time, thus keeping our tool up-to-date with other prediction models. Additionally, we plan to implement methods for users to provide us with application data that can be used to train our model to further improve its accuracy.

Other improvements to the back-end include classification of applications into different categories so that we can use different prediction models for each category. Code characteristics such as input data dimension and algorithm complexity can be used to classify applications into different categories. This capability will ensure better predictions since a model specific to a given class of applications is bound to capture fine grain application characteristics.

Improvements on the user interface and visualization side include adding visualizations for the input data and how the program accesses it over the course of its execution. This addition will aid the programmer in understanding data dependencies and data access patterns, which are very
important in accelerator architectures to obtain maximum speedup.

We believe all of these improvements in addition to regular model updates will make our tool even more useful as a performance prediction and analysis tool.
Appendices
## Appendix A  Hardware counters

<table>
<thead>
<tr>
<th>Platform</th>
<th>Hardware Counters</th>
</tr>
</thead>
<tbody>
<tr>
<td>CUDA-K40</td>
<td>PAPI-SR-INS, PAPI-LD-INS, PAPI-L1-DCM, PAPI-FP-OPS, PAPI-TOT-CYC</td>
</tr>
<tr>
<td>OpenMP-16</td>
<td>PAPI-LD-INS, PAPI-SR-INS, PAPI-L1-DCM, PAPI-FP-OPS, PAPI-TOT-CYC</td>
</tr>
<tr>
<td>OpenMP-08</td>
<td>PAPI-LD-INS, PAPI-SR-INS, PAPI-L1-DCM, PAPI-FP-OPS, PAPI-TOT-CYC</td>
</tr>
<tr>
<td>OpenMP-240</td>
<td>PAPI-LD-INS, PAPI-TOT-CYC, PAPI-BR-INS, PAPI-FP-OPS, PAPI-SR-INS, PAPI-LD-INS</td>
</tr>
<tr>
<td>OpenMP-120</td>
<td>PAPI-LD-INS, PAPI-TOT-CYC, PAPI-BR-INS, PAPI-FP-OPS, PAPI-SR-INS, PAPI-LD-INS</td>
</tr>
<tr>
<td>OpenMP-272</td>
<td>PAPI-LD-INS, PAPI-TOT-CYC, PAPI-BR-INS, PAPI-FP-OPS, PAPI-SR-INS, PAPI-LD-INS</td>
</tr>
<tr>
<td>OpenMP-136</td>
<td>PAPI-LD-INS, PAPI-TOT-CYC, PAPI-BR-INS, PAPI-FP-OPS, PAPI-SR-INS, PAPI-LD-INS</td>
</tr>
<tr>
<td>CPU OpenCL</td>
<td>PAPI-LD-INS, PAPI-SR-INS, PAPI-L1-DCM, PAPI-FP-OPS, PAPI-TOT-CYC</td>
</tr>
<tr>
<td>GPU OpenCL</td>
<td>PAPI-LD-INS, PAPI-SR-INS, PAPI-L1-DCM, PAPI-FP-OPS, PAPI-TOT-CYC</td>
</tr>
<tr>
<td>Xeon Phi OpenCL</td>
<td>PAPI-LD-INS, PAPI-TOT-CYC, PAPI-BR-INS, PAPI-FP-OPS, PAPI-SR-INS, PAPI-L1-DCM</td>
</tr>
</tbody>
</table>

Table 1: Hardware counters used to train the CPU-C model
<table>
<thead>
<tr>
<th>Platform</th>
<th>Hardware Counters</th>
</tr>
</thead>
<tbody>
<tr>
<td>OpenMP-16</td>
<td>inst-executed, inst-issued2, gst-request, gst-inst-32bit, l2-subp2-write-sector-misses, gld-request, gld-inst-32bit, inst-issued1</td>
</tr>
<tr>
<td>OpenMP-08</td>
<td>inst-executed, inst-issued2, gst-request, gst-inst-32bit, l2-subp2-write-sector-misses, gld-request, gld-inst-32bit, inst-issued1</td>
</tr>
<tr>
<td>OpenMP-240</td>
<td>inst-executed, inst-issued2, gst-request, gst-inst-32bit, l2-subp2-write-sector-misses, gld-request, gld-inst-32bit, inst-issued1</td>
</tr>
<tr>
<td>OpenMP-120</td>
<td>inst-executed, inst-issued2, gst-request, gst-inst-32bit, l2-subp2-write-sector-misses, gld-request, gld-inst-32bit, inst-issued1</td>
</tr>
<tr>
<td>OpenMP-272</td>
<td>inst-executed, inst-issued2, gst-request, gst-inst-32bit, l2-subp2-write-sector-misses, gld-request, gld-inst-32bit, inst-issued1</td>
</tr>
<tr>
<td>OpenMP-136</td>
<td>inst-executed, inst-issued2, gst-request, gst-inst-32bit, l2-subp2-write-sector-misses, gld-request, gld-inst-32bit, inst-issued1</td>
</tr>
<tr>
<td>CPU OpenCL</td>
<td>global-st-mem-divergence-replays, global-store-transaction, -l1-global-store-transaction, inst-issued1, gld-request</td>
</tr>
<tr>
<td>GPU OpenCL</td>
<td>inst-issued1, gld-request, gld-inst-32bit, fb-subp0-write-sectors, l2-subp1-total-write-sector-queries, l2-subp0-total-write-sector-queries</td>
</tr>
</tbody>
</table>

Table 2: Hardware counters used to train the CUDA-K40 model
<table>
<thead>
<tr>
<th>Platform</th>
<th>Hardware Counters</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU-C</td>
<td>PAPI-FP-INS-mean, PAPI-TOT-INS-thread0, PAPI-LD-INS-thread0, PAPI-DP-OPS-mean, PAPI-SR-INS-thread0</td>
</tr>
<tr>
<td>CUDA-K40</td>
<td>PAPI-FP-OPS-total, PAPI-DP-OPS-total, PAPI-LD-INS-total, PAPI-TOT-INS-total, PAPI-REF-CYC-thread0</td>
</tr>
<tr>
<td>OpenMP-08</td>
<td>PAPI-TOT-INS-thread0, PAPI-LD-INS-thread0, PAPI-REF-CYC-thread0, PAPI-SR-INS-thread0, PAPI-FP-INS-thread0, PAPI-L2-DCH-thread0, PAPI-LD-INS-total</td>
</tr>
<tr>
<td>OpenMP-240</td>
<td>PAPI-TOT-CYC-thread0, PAPI-REF-CYC-thread0, PAPI-SR-INS-thread0, PAPI-TOT-INS-thread0, PAPI-LD-INS-thread0</td>
</tr>
<tr>
<td>OpenMP-120</td>
<td>PAPI-TOT-CYC-thread0, PAPI-SR-INS-thread0, PAPI-TOT-INS-thread0, PAPI-LD-INS-thread0</td>
</tr>
<tr>
<td>OpenMP-272</td>
<td>PAPI-TOT-CYC-thread0, PAPI-SR-INS-thread0, PAPI-TOT-INS-thread0, PAPI-LD-INS-thread0</td>
</tr>
<tr>
<td>OpenMP-136</td>
<td>PAPI-TOT-CYC-thread0, PAPI-SR-INS-thread0, PAPI-TOT-INS-thread0, PAPI-LD-INS-thread0</td>
</tr>
<tr>
<td>CPU OpenCL</td>
<td>PAPI-TLB-DM-mean, PAPI-L3-TCW-thread0, PAPI-L2-STM-thread0, PAPI-L3-DCA-mean, PAPI-L2-DCM-total</td>
</tr>
<tr>
<td>GPU OpenCL</td>
<td>PAPI-FP-OPS-total, PAPI-DP-OPS-total, PAPI-LD-INS-total, PAPI-TOT-INS-mean, PAPI-REF-CYC-thread0</td>
</tr>
<tr>
<td>Xeon Phi OpenCL</td>
<td>PAPI-TLB-DM-thread0, PAPI-L3-DCA-thread0, PAPI-L2-DCM-thread0, PAPI-L2-TCM-thread0</td>
</tr>
</tbody>
</table>

Table 3: Hardware counters used to train the CPU-OpenMP model
<table>
<thead>
<tr>
<th>Platform</th>
<th>Hardware Counters</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU-C</td>
<td>PAPI-VEC-INS-total, PAPI-TOT-INS-mean, PAPI-LD-INS-mean, PAPI-L1-DCA-thread0, PAPI-SR-INS-thread0</td>
</tr>
<tr>
<td>CUDA-K40</td>
<td>PAPI-VEC-INS-total, PAPI-TOT-INS-total, PAPI-LD-INS-total, PAPI-L1-DCA-mean, PAPI-L1-ICA-mean, PAPI-SR-INS-thread0</td>
</tr>
<tr>
<td>OpenMP-16</td>
<td>PAPI-TOT-CYC-thread0, PAPI-LD-INS-mean, PAPI-L1-ICA-thread0, PAPI-L1-ICA-total, PAPI-SR-INS-thread0, PAPI-VEC-INS-mean</td>
</tr>
<tr>
<td>OpenMP-08</td>
<td>PAPI-TOT-CYC-thread0, PAPI-LD-INS-mean, PAPI-L1-ICA-thread0, PAPI-L1-ICA-total, PAPI-SR-INS-thread0, PAPI-VEC-INS-mean</td>
</tr>
<tr>
<td>OpenMP-120</td>
<td>PAPI-TOT-CYC-thread0, PAPI-L1-DCM-thread0, PAPI-L1-ICA-thread0, PAPI-L2-LDM-mean, PAPI-LD-INS-thread0</td>
</tr>
<tr>
<td>OpenMP-272</td>
<td>PAPI-TOT-CYC-thread0, PAPI-LD-INS-mean, PAPI-L1-ICA-thread0, PAPI-L1-ICA-total, PAPI-SR-INS-thread0, PAPI-VEC-INS-mean</td>
</tr>
<tr>
<td>OpenMP-136</td>
<td>PAPI-TOT-CYC-thread0, PAPI-LD-INS-mean, PAPI-L1-ICA-thread0, PAPI-L1-ICA-total, PAPI-SR-INS-thread0, PAPI-VEC-INS-mean</td>
</tr>
<tr>
<td>CPU OpenCL</td>
<td>PAPI-TLB-DM-thread0, PAPI-L2-LDM-thread0, PAPI-L1-DCM-thread0, PAPI-TOT-CYC-thread0, PAPI-L1-ICA-thread0</td>
</tr>
<tr>
<td>GPU OpenCL</td>
<td>PAPI-VEC-INS-total, PAPI-TOT-CYC-thread0, PAPI-LD-INS-total, PAPI-L1-DCA-mean, PAPI-SR-INS-thread0</td>
</tr>
<tr>
<td>Xeon Phi OpenCL</td>
<td>PAPI-TLB-DM-thread0, PAPI-L2-LDM-thread0, PAPI-L1-DCM-thread0, PAPI-TOT-CYC-thread0, PAPI-L1-ICA-thread0</td>
</tr>
</tbody>
</table>

Table 4: Hardware counters used to train the PHI-OpenMP model
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