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Example Name & Definition
Related
Work

Example Name & Definition
Related
Work

Blurring. Reduces im-
age detail by generat-
ing a weighted average of
each pixel and its sur-
rounding pixels.

[24,
69,
80, 98,
138,
149,
158,
301]

Pixelating. Replaces
original small pixels,
which are single-colored
square display ele-
ments that compose
the bitmap, with larger
pixels.

[65,
146,
148,
158,
286,
302]

Silhouette. Re-
places content with
a monochrome visual
object that mirrors the
extracted shape of the
original content.

[49,
149,
214,
216,
305]

Avatar. Replaces con-
tent with a graphical
representation that pre-
serves some elements of
the underlying content.
For example, a human
avatar can preserve fa-
cial expression and ges-
ture, but hide biomet-
rically unique elements
(e.g., face) of identity.

[216,
235,
262]

Point-light. Replaces
content with several
moving dots that pre-
serves some elements of
the underlying content.
For example, a point-
light image of a human
can preserve a person’s
activity, but hide many
biometrically unique
elements.

[49] Bar. Replaces content
with a monochrome vi-
sual object that is the
shape of a small, thin
rectangle.

[305]

Masking. Re-
places content with
a monochrome solid
box that covers the
content to be protected
and surrounding image
content.

[148,
149,
305]

Inpainting. Com-
pletely removes content
fills in the missing
part of the image in
a visually consistent
manner.

[149,
216,
272,
282,
305]

Table 2.3: Eight obfuscation methods.
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Category Recipients

Private Only me
Family Spouse/significant others [47, 55]

Household members [47, 56, 55, 102, 224]
Relatives [47, 224]

Friends Close friends [47, 102, 224, 285]
Normal friends [47, 56, 55, 224, 300]

Colleagues Colleagues, co-workers [47, 55]
& Classmates Classmates [285]

Supervisors [47, 55]
Acquaintances SNS friends that haven’t met offline [300]

Acquaintances [224]
Loose acquaintances [102]

Table 2.4: Summary of recipients from prior literature

2.3.2 Controlling Recipients

People have different levels of privacy preference for various groups of photo recipients [56,

213]. We summarize different recipient groups from prior literature in Table 2.4, including private,

family, friends, colleagues or classmates, and acquaintances. Most SNSs (e.g., Facebook) leverage

the recipient control approach (access control list model) [192] which enables users to select a subset

of friends to share their photos or posts with; or if they are unsatisfied with a photo, they may self-

censor the photo. This approach addresses privacy concerns by preventing unwanted others from

viewing their photos [25, 266]. However, in practice, SNS users may not fully understand their social

graph due to a large number of SNS friends [23], thus may include inappropriate recipients (recipient

misclosure). Choosing recipients from SNS friends is also a cumbersome task. Furthermore, their

intended recipients may change considering different types of sensitive content. Hence, there lacks a

system that provides recommendations to users on which recipients they could safely share a photo

with.

2.4 Summary of the Literature Review

According to the behavioral privacy model [50], we know that both of the photo content

and recipients in combination influence privacy (Figure 1.1). Hence, in my research, I combined

controlling content and controlling recipients to provide better photo privacy management. From

the above literature review, we understand the limitations of photo privacy protection tools that
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implemented in practice and developed in research:

• Insufficient knowledge of user-defined sensitive content in online photos

• Insufficient knowledge on appropriate photo recipients considering different sensitive content

depicted in photos

• Lack of effective and satisfying obfuscation methods that can be applied on SNSs

• Lack of knowledge on obfuscation adoption willingness and its potential to combat self-censorship

My research aims to address these limitations and propose an effective and usable photo

privacy protection on SNSs which considers both content control and recipient control.
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Chapter 3

Study 1: Identifying Sensitive

Content and Users’ Sharing

Preference

Note: This work was published at CHI 2020 [176].

3.1 Introduction

To protect online photo privacy, researchers have developed photo obfuscation systems which

make part of the photo content invisible to viewers, such as masking a person’s face [250]. However,

these systems make incomplete assumptions about what types of content raise privacy concerns.

For example, the Face/Off system assumes that faces are the only sensitive content that needs to

be protected [124]. Researchers have tried to use machine learning to understand what content

is sensitive, but this work has severe methodological limitations limiting its usefulness. Therefore,

there is a need for a user-defined taxonomy of sensitive content in photos. This taxonomy should

be based on content users identify as sensitive. Moreover, because people have different levels of

privacy preference for various groups of photo recipients [56, 213], we do not yet understand the

variations in sharing preferences by recipient group. To bridge the gap, we propose a taxonomy that

systemically identifies and summarizes sensitive content in photos and facilitates an understanding
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of people’s sharing preferences for sensitive content categories with different recipients.

We also introduce a new method for sensitive content elicitation which overcomes the lim-

itations of prior machine learning approaches. Using this approach, we collected 181 unique pieces

of sensitive content from 116 participants. We then further grouped the content into 28 categories

via a card sort with a different set of 14 participants. We not only report what content is consid-

ered sensitive but also summarize why participants are unwilling to share various types of sensitive

content, for example, to avoid getting into trouble or harming impression management. In terms of

recipients, we observed a four-level sharing preference pattern (i.e., private, significant others, close

relatives and friends, colleagues). We also found several cases that did not align with this pattern

when we compared recipient groups in the subset of each sensitive category. Finally, we describe

how our work might be applied to Social Network Sites (SNSs) and how it might benefit relevant

machine learning studies.

The contributions of this paper are sixfold. We:

• Introduce a novel method to elicit sensitive content from participants. It removes many of

the barriers in collecting private content by providing participants with alternative ways to

identify sensitive data that preserve their privacy.

• Integrate prior work from across disciplines, test it, and extend it. We collected a much larger

data set (563 total items including 181 unique pieces of sensitive content) from a larger sample

size compared to prior work (see Table 2.2).

• Provide a more granular level of detail about sensitive content categories which may be more

practical for privacy researchers, computer vision researchers and practitioners.

• Connect granular sensitive content categories to potential recipient categories, surfacing both

consistencies in terms of sharing preferences and exceptions to these consistencies.

• Describe, based on qualitative data, reasons people might not want to share sensitive content

in photos.

• Provide design implications for building new photo privacy protection systems.
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Category Recipient groups

Private Private, not share with anyone
Family Significant others

Household members
Close relatives
Distant relatives

Friends Close friends
Distant friends
Ex-girl/boyfriends

Colleagues & Close colleagues/classmates
classmates Distant colleagues/classmates

Close supervisor
Distant supervisor

Acquaintances Friends of friends
People you’ve only met online
People you’ve only met once or twice

Age People of your age
People younger than you
People older than you

Gender People of the same gender as you
People of different gender

Table 3.1: Recipient groups used in our study

3.2 Method

3.2.1 Study One: Photo Elicitation

We collected two types of data via the photo elicitation: first, we gathered photos and/or

descriptions of photos with sensitive content to understand what content is sensitive. To collect

a purposefully diverse set of sensitive content, we defined private as photos that participants keep

1) private, and are unwilling to share with 2) family, 3) friends, 4) colleagues/classmates, and 5)

acquaintances, asked them to upload corresponding photos for each category and then to identify

sensitive content. Second, for each photo, they answered a question about their likelihood to share

that photo with the 20 different recipient groups shown in Table 3.1.

3.2.1.1 Participants

Our goal was to obtain a sample whose demographic and technology experience character-

istics mirrored and reflected the variations among U.S. Internet users. In particular, our goal was to

recruit a sample that was reflective of the target population in terms of age, gender, race, Internet
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usage, and SNS usage. We use the Pew Research Center’s [228, 225] data on Internet usage and

demographics for comparison.

To determine the necessary sample size for our study, first, we ran a pilot study to understand

how the data points (photos and text descriptions) were distributed in each sensitivity category. We

recruited 20 participants via MTurk and asked them to complete the procedure in the ‘Procedure’

subsection. Next, we conducted a power analysis based on the pilot study to calculate the necessary

sample size. Specifically, if we want to find an effect at 0.85 power level between different recipient

groups within the smallest sensitive content category which has only five data points in our pilot

study, the power analysis revealed we would need 84 participants. To allow for a larger margin of

error, we decided to increase the number of participants to 120 for the full-scale study. We recruited

120 participants via MTurk. MTurk meets one of our criteria for our target sample in that MTurkers

are Internet users [240]. Additionally, MTurk recruitment results in a more diverse sample compared

to standard Internet sampling and college sampling [39]. The data in studies using MTurk are as

reliable as those obtained via other recruitment methods [51]. Moreover, MTurk is commonly used

successfully for conducting privacy research [53, 234, 296]. We paid participants $4.00 to complete

the 30-minute session which is in line with the recommendation in [253] to pay workers at least

minimum wage in the study’s location. To ensure high data quality, we set restrictions to only

include US-based MTurk workers with a high reputation (above 97% approval ratings), and with

the number of HIT approved being greater than 500 [223]. Additionally, we included three attention

check questions throughout the survey to detect inattentive respondents [1] (e.g., “How likely is that

you are paying attention, please do not select anything”).

Excluding the data of participants who failed two or more attention check questions, the final

sample size is 116 (56 men, 59 women, and one participant preferring not to disclose gender). Fifteen

percent ranged in age from 18 to 24; forty-eight percent ranged from 25 to 34; twenty-three percent

ranged from 35 to 44; fourteen percent were 45+. Seventy-eight percent were White. Seventy-two

percent visited SNSs most of the day or several times a day and 48% uploaded photos at least a

few times a week. This sample mirrors and reflects the variations [152] among the demographic

characteristics of the population of U.S. adults who use the Internet in terms of age, gender, race,

Internet usage, and SNS usage as compared to samples obtained by Pew. The Pew samples, in turn,

are representative of the population of U.S. Internet users as a whole [228, 225]. In other words, our

sample has similar demographic characteristics in terms of age, gender, race, Internet usage, and
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SNS usage to the population of U.S. Internet users.

3.2.1.2 Measurements

Sensitive photo. First, participants identified one personal photo that they considered

sensitive. Next, they had one of three options: 1) upload the photo (we reminded them that only

researchers would have access to this photo and would not share it), 2) find a photo online that

contained similar sensitive content and upload that photo, or 3) or describe the photo in words.

Identify sensitive content. After providing a photo or description, we asked participants

to answer an open-ended question “What content in this photo do you consider sensitive?”

Sharing Likelihood. After identifying the sensitive content in a photo, participants rated

the sharing likelihood with each of the 20 recipient groups (Table 3.1). These recipients were

developed based on prior work (Table 2.3) with additional granularity in the form of close and

not close as suggested by [144]. Additionally, we included two more dimensions: age and gender.

Participants answered “How likely are you to share this photo with ?” on a Likert-type scale from

1-very unlikely to 7-very likely. This likelihood scale is adapted from [289].

3.2.1.3 Procedure

The entire study was IRB approved. Before the actual test, we conducted a pilot study to

check for bugs and to assure that the data collection worked well. During the actual test, participants

accessed our experiment website, hosted by Qualtrics, via the link posted on MTurk. After they

consented, they answered six demographic questions, two social network familiarity questions, and

a social network photo uploading frequency question. Next, we asked participants to look at their

photos on their phone and find one that they considered “private (means not share with anyone)”

(photo 1). Once they found such a photo, we offered them three choices: 1) share the photo with

us, 2) look for a photo online which has similar sensitive content and share it with us, or/and 3)

describe the photo in detailed text. After the identified the photo and either uploaded it, a similar

photo or described the photo they answered 20 questions which measured their likelihood to share

the photo with the 20 recipient groups listed in Table 2.4.

After they completed all 20 questions for the first photo they identified, participants then

repeated this procedure four additional times with the following variations: we asked them to look

for a photo they would NOT want to share with their family (photo 2), friends (photo 3), col-
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leagues/classmates (photo 4), and acquaintances (photo 5). For each variation, we gave them exam-

ples of each recipient group. For example, the examples for family are significant others, household

member, close relatives, distant relatives. After finishing the five photo collection tasks, participants

received a code and pasted it to MTurk to receive remuneration.

3.2.2 Study Two: Open Card Sort

The photo elicitation study resulted in 181 unique pieces of raw sensitive content (see further

details in the results section). To group the sensitive content items into categories, we conducted an

open card sort. A card sort is a method to discover how people think content should be organized

and named [260, 21]. Because there was not a predetermined number of categories required, and

because we were interested in having participants generate names for categories, we conducted an

“open” (vs. closed) card sort. In an open card sort, participants can create as many categories as

they want and generate a name for each category they create [21].

3.2.2.1 Participants

We recruited 14 participants (in line with the sample size recommended in [279]) to take

part in the in-person study via posting flyers on campus. Five participants were male, and nine

were female. They ranged in age from 18 to 38. We offered them $10 Amazon gift cards for their

participation in the 40-minute session. As is standard for card sort studies (e.g., [259]) there was

no overlap in participants between study one, where participants provided content and study two,

where participants sorted content.

3.2.2.2 Procedure

Each participant first saw digital cards in XSort, a computer program designed to collect

card sort data. All 181 cards were placed randomly on the computer desktop. Next, we instructed

participants to “place cards into groups in a way that makes the most sense to you, but please

make sure the cards in the same group have a similar sensitivity level and content.” Once they were

satisfied with a group, they labeled it with a name they generated. They could regroup and relabel

until they were happy with the groups and names.
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3.3 Results

From the photo elicitation we collected 563 data points, of which 545 were photos uploaded

by participants. Of these, 329 were personal photos and the remaining 216 were photos that partici-

pants found online which had similar sensitive content to the personal photos they identified on their

phones. For each photo or text description that they provided, we used an open-ended question to

ask them to identify and describe the sensitive content. Across the 563 data points, we identified

181 unique pieces of sensitive content (see the Example column in Table 3.2). The answers to this

question also revealed some reasons that people don’t want to share certain sensitive photo content,

which we discuss in the “Why Don’t People Share?” section of the Discussion.

3.3.1 Sensitive content categories

The primary purpose of the card sort study was to group the 181 pieces of content into

categories. To generate categories based on the card sort data we performed a hierarchical cluster

analysis [21]. Hierarchical cluster analysis progressively groups items based on their tendency to

co-occur in participants’ card sorting groups. This analysis allows us to answer the question “which

items are often grouped together and therefore perceived to be similar, and which items are rarely

grouped together and therefore perceived to be dissimilar [21]?” The results are visualized in a

dendrogram. Due to space limitations, Figure 3.1 only shows a portion of the complete dendrogram,

but see the supplemental document titled “dendrogram” for the version containing the entire den-

drogram. Upon deliberation, we selected the 0.8 breakpoint. Selecting a breakpoint (or level in the

hierarchy) impacts the number of clusters. Choosing a smaller breakpoint would result in more cat-

egories, whereas a larger breakpoint would result in fewer categories (with lower granularity). The

0.8 breakpoint resulted in 28 categories of sensitive content (Table 3.2). These categories roughly

align with the sensitive content categories which were derived from previous literature and therefore

provide support for these prior findings. However, due to our much larger data set compared to any

of the prior work in Table 2.2, our results are much more granular in detail, and therefore simulta-

neously expand and refine those categories. For example, whereas prior work [136, 215] found that

nudity was a category of sensitive content, our work revealed nuances such as that breastfeeding is

not in the same category as other types of nudity.

Our results regarding photos of children are similarly notable as compared to prior work:
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Figure 3.1: A part of the dendrogram. All items in this sort are listed vertically. Items placed
next to each other vertically are more similar. The horizontal line from each item joins other items
vertically, showing where items are grouped at higher levels of relationship [21].
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while prior work [3, 136] identified “children” as a sensitive category, it is unclear that what makes

this category sensitive. Many people share photos of their children on SNS regularly. Are all

images including children sensitive? Our work revealed that specific types of photos of children

are considered sensitive, such as when the child is nude, is wearing inappropriate clothes, or in a

dangerous situation. We are not aware of prior work that has reported this type of nuance about

the sensitivity of photos of children. It is not just that the photo contains a child, it matters what

the child is doing or wearing. Similarly, [3] identifies the category unflattering/embarrassing shots

which by itself may be too vague to guide any automated sensitive content detection. However,

our results unpack this category in great detail, with subcategories such as messy hair, looking old,

strange hair/wig, and pout, which may be more easily detected automatically, and furthermore, help

us understand what types of occurrences in photos make people feel like a photo is unflattering or

embarrassing.

Arguably, the additional detail provided by our taxonomy makes it more practical for privacy

researchers, computer vision researchers, social scientists, and practitioners to apply in their work.

For example, if computer vision researchers would like to identify sensitive content in photos, using

prior work, they would not have known to train their systems to separate breastfeeding from other

types of nudity or all photos of children, from photos of children in dangerous situations.

Category Example

Nudity/Sexual (113) - Genitals; naked person; butt crack; naked buttock; breasts;

naked same-sex; cleavage; bare back; shirtless; masturbation; sex-

ual action; erotic online photo; sexualized objects; sexual motion

with statue; suggestive posture

Mitigated (10) - Breastfeeding; bent over showing behind; kissing

Close up (6) - Close up

Irresponsible to child/pet (8) - Child in dangerous situation; child in inappropriate clothes;

naked child; delinquent pet owner

Bad characters/ unlawful/

criminal (27)

- Infidelity/cheating; photo owner in dangerous situation; illegal

drug; being physical abused; mug shot/get arrested; incriminating

evidence
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