
  

 viii 

 Table of Contents (Continued) 

 

Page 

 

  III.        Research Mehod................................................................................................. 29 

 

3.1 Overview ........................................................................................................ 29 

3.2 Selection of Study Sites .................................................................................. 29 

3.3 Study Site Simulation Network Development................................................ 30 

3.4 Simulation Assumption .................................................................................. 31 

3.5 Selection of Parameters and Simulation Strategies ........................................ 32 

3.6 VISSIM Case Generation ............................................................................... 33 

3.7 Computer Intelligence Application for Density Estimation ........................... 36 

3.8 Accuracy Estimation of Traffic Operational Assessment .............................. 40 

3.9 Statistical Significance Assessment of the Density Estimation Accuracy ..... 40 

3.10    Incremental Benefit-cost Analysis .................................................................. 42 

3.11    Summary of Research Method ....................................................................... 44 

 

IV. Analysis and Results ................................................................................................... 45 

 

4.1 Overview ........................................................................................................ 45 

4.2 Evaluation of integrated CVT-AI system to assess traffic density ................. 45 

4.3 Performance assessment of the loop detector density estimation algorithm 

compared to CVT-AI system to analyze traffic condition ........................................ 58 

4.4 Incremental benefit-cost analysis for both CVT and traditional loop detector 

based density estimation algorithm ........................................................................... 60 

4.5 Summary of Analysis and Results .................................................................. 64 

 

V. Conclusions and Recommendations ............................................................................ 66 

 

5.1 Overview ........................................................................................................ 66 

5.2 Conclusions .................................................................................................... 66 

5.3 Recommendations .......................................................................................... 69 

 

APPENDICES…………………………………………………………………………...71 

 



  

 23 

1. Retrieve: Systems retrieve the most close/nearest cases based largely on 

the similarities among the problem descriptors or variables. 

2. Reuse: The retrieved case solution is identified based on the differences 

between the cases. Usually the solution of the retrieved case is proposed 

directly as the solution for the new case. 

3. Revise: If the proposed solution is incorrect, it is needed to be revised, 

which gives a chance to learn from failure.  

Figure 2-2 CBR Cycle, modified from (Aamodt and Plaza 1994) 
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 4. Retain: In order to integrate the correct solution into the case 

library, the confirmed solution is formatted, indexed, and finally integrated 

into the case library. 

CBR uses different algorithms to retrieve the most similar cases, which are nearest 

neighbor, induction, fuzzy logic and database technology (Watson 1999). In the nearest 

neighbor technique, for each case attribute, the similarity is determined for a problem case 

with a case from a knowledge base. The weighting factor helps to give weightage to 

particular feature. Many distance functions have been studied for CBR classifiers, 

including the Minkowski, Euclidean, Manhattan distance function (Ei Emam et al. 2001). 

Followings are the distance formula: 

Minkowski distance function: Distance (a, q) = √∑ 𝑤𝑓(𝑎𝑓 − 𝑞𝑓)𝑟
𝑛

𝑓=1

𝑟

 

Euclidean distance function: Distance (a, q) = √∑ 𝑤𝑓(𝑎𝑓 − 𝑞𝑓)2
𝑛

𝑓=1

2

 

Manhattan distance function: Distance (a, q) =   ∑ (𝑤𝑓|𝑎𝑓 − 𝑞𝑓|
𝑛

𝑓=1
) 

Where, wf is the weight of each attribute of cases, which is taken as equal to 1 

af is the parameters of retrieved case a 

qf is the parameters of a new case q 

As CBR searches for the solution in the knowledge database, multiple simulation 

is run to create a database for operational analysis for this research work. Also test files are 

created separately for which solution is sought. 
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2.6.2 Support Vector Machine 

SVM is a well-motivated algorithm, which is based on statistical learning theory 

developed by Vapnik and co-workers (Vapnik 2000). With a view to generalize predictive 

algorithm, this theory was developed to distinguish properties of learning machines. SVM 

is applicable to classification and regression, and it includes a set of supervised learning 

algorithms. Using kernel function, SVM maps the input data to a higher dimensional space. 

This technique tries to find optimal hyper plane by solving an optimization problem. As 

shown in Figure 2.3, the separating hyper plane defined by the following equation (Berwick 

2003):  

xi . w + b ≥ +1, when yi = +1 

xi . w + b ≤ -1, when yi = -1 

Inserting a constraint yi following equation can be derived, 

Figure 2-3 Linear SVM classification, modified from (Berwick 2003) 
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yi (xi . w + b)  ≥ +1  

After introducing slack variable ξ to allow some error, the above equation becomes 

(Zhu 2013):  

yi (xi . w + b) ≥ 1 – ξi, ξi ≥0 

Here, the minimization is required for: 

||w||2+C∑ ξi 

In order to solve this constrained optimization problem with constraints yi and w, 

Lagrangian multiplier method is applied so minimize ||w|| to maximize the width of the 

hyper plane. The Lagrangian in the SVM problem is 

L = 
1

2
||w||2 + C∑ ξi- ∑ 𝛼i (yi (xi.w + b) – 1+ ξi) - µ∑ ξi  Equation 2.1 

From derivatives = 0, following value of decision vector, w is obtained, 

w = ∑ 𝛼i yi xi        Equation 2.2 

Using the expression of w from equation 2.1 and putting it in equation 2.2, the 

expression for L is derived. 

Max L = ∑ 𝛼i - 
1

2
∑ 𝛼i 𝛼j 𝒙i 𝒙j 

Thus the optimization depends on the dot product of two samples. For non-linear 

cases, function φ helps to map the data into higher dimension. Then the equation of L is 

found in the following statement. 

Max L = ∑ 𝛼i - 
1

2
∑ 𝛼i 𝛼j K(𝒙i . 𝒙j) 

Here K(𝒙i . 𝒙j) is the Kernel function. The advantage of using a Kernel function is 

to implicitly transform datasets into a higher-dimensional space within a minimum 
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computational time and without paying extra memory (Kim 2013). Among various Kernel 

function, some distinct functions are: Linear Kernel, Radial-basis Kernel, Polynomial 

Kernel, Sigmoidal Kernel etc. With SVC, two different types of classification are possible. 

Among them, with ‘one against all’ approach, one SVM per class is trained to recognize 

the samples from one class from the samples in all other remaining classes whereas with 

‘one against one’, one SVM is created for each pair of classes (Milgram et al. 2006). For 

the unique feature of less computational time requirement, maximum margin 

discriminative training and ability to classify multiple classes, SVM is considered as a 

viable tool for operational analysis (Tyagi et al. 2012). 

2.7 Application of Computational Intelligence in Traffic Operational Analysis 

Several studies have used artificial intelligence techniques for road traffic density 

estimation. Asmaa et al. in their study used both microscopic parameter (i.e. individual 

vehicle parameters like traffic velocity, road occupancy rate and traffic flow extracted by 

motion detection and tracking methods using a video sequence) and macroscopic parameter 

(i.e. network level parameters like speed and density which are directly measured after 

analyzing the global motion derived from a the video scene) to find the in order to classify 

the road traffic in three categories which are light, medium and heavy (Asmaa et al. 2013). 

Applying three classifiers, which are the K Nearest Neighbor (KNN) classifier, the learning 

vector quantization (LVQ) classifier and the SVM classifier, the best performance (96.4%) 

was obtained with the vehicles mean speed and the density macroscopic parameters by 

using SVM classifier. Another study conducted by Tyagi et al. also used SVM classifier 

for density estimation using road acoustic (Tyagi et al. 2012).  
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2.8 Summary of Literature Review  

Various traffic density estimation techniques are discussed in this chapter. Existing 

methods use loop detectors data, which pose problem as loop detectors are not always cost-

effective. In addition, existing detector based data, such as those coming from loop or video 

detectors, face the problem of scalability, sudden failure, and reliability due to the extensive 

infrastructure requirement.  

Few research efforts have included a study on the different CVT penetration level 

on traffic density estimation. Also, little study has been performed to investigate the 

applicability of artificial intelligence for traffic condition estimation in a CVT 

environment. It is this an important effort to investigate the feasibility of CVT in providing 

a reliable real-time estimate of traffic density. 
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CHAPTER THREE 

RESEARCH METHOD 

3.1 Overview  

In order to address the first and second objectives of this thesis stated in Chapter 1, 

one state-of-the art simulation software is required to create a connected vehicle 

environment to do real-time operational analysis, and to compare with traditional loop 

detector density estimation algorithm. The third objective necessitates the use of CBR and 

SVM algorithm to analyze the data, and MATLAB software is used for this step. Finally 

an elaborate benefit-cost analysis is performed to examine the benefit of operating CVT 

over loop detector system. Figure 3-1 shows a schematic diagram of the research method 

performed for this thesis. 

3.2 Selection of Study Sites 

For the purpose of this study, according to the objective of the thesis, I-26 is chosen 

as the study corridor. The study corridor is almost 6.8 miles long (as shown in the Figure 

3-2) having termini of exit 194 in the south-east sector, and exit 187 on the north-west 

sector. This corridor has significant traffic volume as observed from the SCDOT traffic 

count website having an annual average daily traffic (AADT) 38700 for the year 2013 

(SCDOT 2015), which has made the corridor a perfect place to study the operational 

analysis. 
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3.3 Study Site Simulation Network Development 

In order to develop the simulation network in VISSIM, the macroscopic planning 

software VISUM is used to initially develop the model using the shape file obtained from 

the SCDOT GIS database. Once the network was modified according to the field data of 

roadway geometry, the network is then exported to VISSIM simulation software.   

In order to derive the origin-destination matrix, each gateway point traffic AADT 

value is converted to Directional Design Hourly Volume (DDHV) with the 2012 AADT 

data (SCDOT 2015). 

Figure 3-1 Research method 
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Dynamic Traffic Assignment (DTA) is used in the network to get turning volumes 

for each interchange. The network is calibrated with the travel time and volume data which 

are checked during the iterative process, and link cost, speed distribution and driver 

behavior parameters are adjusted accordingly to recreate the volumes and travel times 

observed on the site visit. The model is considered calibrated once the volumes and travel 

times are found to be within 10 percent of the real value. All dynamic routes are converted 

to static routes using the final DTA paths and cost files.  

3.4 Simulation Assumption  

For the specified test network on the I-26 corridor of SC, it is assumed that 7 

roadside units (RSUs) are placed along the freeway, which are equipped with 

microprocessor and wireless interfaces. Many real-world CVT deployment testbeds have 

Figure 3-2 I-26 study corridor 
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installed 1 RSU per mile, which has been adopted in this study (Co-pilot 2015). Previous 

study showed that a reliable transmission of the VII system data between V2I, and 

infrastructure-to-infrastructure is possible by placing the RSUs at regular interval (Me et 

al. 2009). It is assumed that the connected vehicles are to communicate with the RSU 

directly, or through the relay of other connected vehicles close to the RSU. The connected 

vehicles, once collect microscopic traffic data such as speed profile, number of stops and 

vehicle maneuver data like lane-changing behavior using vision-based lane marker 

detection with the vehicle onboard camera with time stamp information, can pass the 

information to the RSU without any communication latency. Once the data is collected by 

the RSU, it analyzes the data with the AI techniques described in this thesis. In order to get 

the headway value, it is assumed that the vehicle location format is provided with a 

combination of the highway name and the mile marker, which can be found using onboard 

Global Positioning System unit and geographic information system database.  

3.5 Selection of Parameters and Simulation Strategies 

Different parameters such as study area geometric condition, number of lanes, and 

speed limit on the particular corridor have effects on the study area which are shown in 

Table 3-1. Also selected simulation strategies are documented in the following Table 3-2.  

Table 3-1Selected parameters for the simulation 

Parameters Value 
Number of lanes per direction 2 

Speed limit on the link  70 mph 

Length of the route 6.8 mile 
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Table 3-2 Simulation scenarios 

Parameters Value/Combinations used 

Main route volume 100% 

Duration of simulation 7200 sec 

CVT penetration 50%, 55%, 60%, 65%, 70%, 

75%, 80%, 85%, 90%, 95%, 

100% 

Loop detector spacing 0.5 mile 

3.6 VISSIM Case Generation 

3.6.1 Case Generation for CVT Environment 

As shown in the Figure 3-3, once the different parameters are specified and 

simulation scenarios are identified, VISSIM 5.40 software is used to run the simulation 

run. In order to create a different vehicle type of connected vehicles, regular car vehicle 

model is used. Except the 100% CVT environment, the final vehicle composition is 

composed of 2% heavy goods vehicle, along with certain percentage of connected vehicles, 

and the rest are traditional car without any connectivity. The connected vehicle data is 

collected from the Vehicle Record output, which is a .fzp file, and it can be read as a text 

file. Also, the Link Evaluation file (.str file) contains the output for the each links, which 

represents the study corridor. Each second vehicle microscopic value are matched with the 

link density value, for the test and training cases. For each penetration level of connected 

vehicle, in total 50 cases are generated with different seed numbers. Among them, 20 are 

considered as the training files, whereas 30 files are taken as the test files. 
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Figure 3-3 Simulation method 

3.6.2 Case Generation for Traditional Loop Detector System 

For the traditional loop detector system, the Method 1 approach from Qiu et al. is 

used where authors used dual loop detector system to derive the density (Qiu et al. 2002). 

Figure 3-4 shows a layout of this data collection system in VISSIM.  

According to the study, if two consecutive loop detectors are placed in the interval 

of 0.5 to 1 mile, the distance mean speed and average flow along the station (xi, xi+1) are 

found with the following equation: 

 ν (xi, xi+1, k) = 
1

2
 (ν (xi, k) + ν (xi+1, k)) 

q (xi, xi+1, k) = 
1

2
 (q (xi, k) + q (xi+1, k)) 

where, i = detector station index 

ν (x, k) = Spot speed (mph) at x during time k 

q (x, k) = Spot-based flow (vphpl) at x during time k  
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From the fundamental relation among the flow, density and speed, the average 

density, ρ (vpmpl) can be estimated from the following equation: 

ρ (xi, xi+1, k)= 
q (xi,xi+1,k)

ν (xi,xi+1,k)

 

For this research, VISSIM data collection feature is used in place of dual loop 

detector, as this gives the speed and number of vehicle passing that point, which is a 

surrogate measure of dual loop detector system. The data collection system gives an .MES 

file with the output from each data collection point. The spacing interval between the loop 

stations are considered as 0.5 mile or 2640 ft. As there are two lanes, total 26 data collection 

Figure 3-4 Loop detector placement along the corridor 
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points are installed which represents 52 loops in real world. Also data from each detector 

is collected and aggregated for 20 seconds to get the density estimation. 

3.7 Computer Intelligence Application for Density Estimation 

3.7.1 Preparation of Compatible File Format  

The availability of the AI based tools in MATLAB software is the main reason to 

choose this software to code different AI techniques. In the highly interactive software 

environment of MATLAB, different VISSIM output files are imported and converted to 

matrix files, which are later used to analyze the data. The vehicle record file contains 

different microscopic information, among which lane-changing maneuver is not a 

numerical output. When vehicles perform a left-side lane-change maneuver, the ‘<’ sign 

from VISSIM output in replaced by the digit ‘1’ to avoid future complexity. Similarly the 

‘>’ sign for right-side lane-change is changed to the digit ‘2’, whereas no-lane change data 

is represented by ‘0’. The headway value for a certain percentage of connected vehicles is 

derived from the inverse relation of density for that manually defined particular connected 

vehicle class for that particular second. Also for CVT, the vehicle microscopic data (speed, 

acceleration, number of stops and lane change) is averaged for any particular second, which 

is later merged with the corresponding density data from link evaluation file for that exact 

time. For the training file, 6 different LOS values are labeled from 1 to 6, where 1 means 

LOS A, 6 means LOS F, and internal values of 2,3,4,5 represents LOS B, C, D, and E. 
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Meanwhile, for the test files, no such labeling is done. Figure 3-5 shows this step performed 

by the MATLAB software. 

 

3.7.2 Data Normalization 

Previous literature shows that both AI techniques (SVM and CBR) are highly 

sensitive to the scale and variance of the input data (Attig and Perner 2011, Graf et al. 

2003). Once the training data in used for development of the model, test files are 

normalized using the same scale. As per the following data normalization equation, the 

different attribute values have been normalized from 0 to 1. 

Normalized value of X = 
𝑋(𝑖𝑗)−min [𝑋(𝑖)]

max [𝑋(𝑖)]−min [𝑋(𝑖)]
  

Where X (ij) is the jth value of the ith input. 

Figure 3-5 Train and test case labeling in MATLAB 
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