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ABSTRACT

Image guided surgery (IGS) is an integral part of minimally invasive surgery. IGS combines pre- and perioperative images acquired from different imaging modalities to give the surgeon a more complete view of the internal organs. These modalities include computed tomography, magnetic resonance imaging, and fluoroscopy, to name a few. Fluoroscopy is also known as video x-ray and is becoming increasingly popular in procedures around the heart.

Unfortunately, this increase in fluoroscopy use also brings an increase in exposure to ionizing radiation for the patient and the surgeon. This radiation can lead to increased cancer risk and a number of other problems. Studies show that medical radiation exposure has increased six times from 1992 to 2009. This exposure accounts for approximately half of all radiation exposure that humans receive with background radiation being the only source larger. Of the medical exposure, fluoroscopy accounts for approximately 25%.

An increasingly popular trend in IGS is the use of predictive modeling. Davatzikos, et al, presents a framework for predictive modeling of anatomical structures but focuses on simple structures like ovals and circles. We seek to apply this framework to a more complex organ with more complex motions such as the heart. A predictive model of the heart could provide the surgeon with an effective partial replacement to fluoroscopy. This could significantly reduce radiation exposure as well as the risks of associated diseases.
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CHAPTER ONE
INTRODUCTION

Overview

Image guided surgery (IGS) allows surgeons to visualize the patients anatomy during minimally invasive surgery. This is typically done with a combination of pre- and perioperative images from a number of different sources including computed tomography, magnetic resonance imaging, and fluoroscopy, to name a few. The images from these sources are combined to provide more information than would be possible from a single source and greatly enhance the surgeon’s ability to accomplish his task. We will focus on the use of fluoroscopy during the operation.

Fluoroscopy

Fluoroscopy is a medical imaging technique used both diagnostically and interventionally. This method uses continuous x-rays, waves of electromagnetic radiation, to show the anatomy of the patient and is often referred to as “video” x-ray. Fluoroscopy may be used for viewing bones, joints, muscles, and organs such as the lungs, kidneys, and heart. This is a popular diagnostic technique because it is non-invasive and may be used to guide minimally invasive diagnostic procedures. More specifically, physicians can locate foreign bodies, view intestinal movements, and even identify blockages of arteries. Interventionally, fluoroscopy is used more as a visual aid. It is useful for placing stents and pacemaker leads as well as visualizing lumbar punctures and biopsy sites [1].
Since the advent of fluoroscopy in the early 1900’s, it has been used primarily for diagnosis. However, since the 1980’s, this imaging modality has become increasingly popular in interventional procedures. In 1994, an estimated 300,000 coronary angioplasties were performed [2]. The National Cancer Institute has estimated that this number increased to 657,000 procedures in 2002. In addition the number of coronary artery stent procedures doubled over a four-year period starting in 1996 [3]. This large increase in the number of interventional procedures involving fluoroscopy is due to the trend towards minimally invasive procedures. These types of procedures result in substantially reduced risk of infection and shorter hospital stays.

Limitations

In spite of its popularity, the use of fluoroscopy has a couple of problems. The main issue is the exposure of the patient to ionizing radiation, which can result in skin burns and increased incidence of cancer. Another problem is that image quality is partially dependent on the amount of x-ray used to generate the image.

On top of the increase in the number of procedures involving fluoroscopy, the complexity of these procedures has increased resulting in longer surgery times and higher doses of ionizing radiation. According to reports published by the National Council on Radiation Protection and Measurements, the average effective dose of radiation received from medical procedures in the United States increased from 0.53 millisieverts (mSv) in 1992 to 3.00 mSv in 2009. A millisievert is the measure of energy imparted in Joules per weight in kilograms [4]. This exposure accounts for approximately 48% of all radiation
received by the average person [5,6], which is second only to background radiation. Of this medical exposure, interventional and conventional fluoroscopy account for 14% and 11%, respectively [6]. Conventional fluoroscopy is defined as a diagnostic procedure.

A number of techniques are currently employed to reduce radiation exposure. One technique, known as last image hold, allows the surgeon to capture an image of the anatomy and leave it on the screen for consideration. Another technique is dose spreading. This involves adjusting the angle of the beam relative to the patient, which spreads the radiation exposure over a larger area of skin. A third technique involves adjusting the quality of the beam. The intensity of the beam may be lowered which will result in lower quality images. This can affect the surgeon’s ability to identify disease or guide tools during interventions. The last technique I will discuss is referred to as pulsed fluoroscopy. This method acquires images at approximately 15 frames per second instead of the typical 30 frames per second [2].

Objectives

The primary object of this study is to apply a framework for predictive modeling to predict heart wall motion in fluoroscopic images. Research shows that this model works well for simple organs and motions, but has not yet been applied to a more complex shape and movement such as that of the heart. This model could potentially be used as a part of IGS systems to reduce patient exposure to ionizing radiation. This would be accomplishing by training the model at the beginning of the surgery, then updating it periodically throughout the surgery. The algorithm used to build this model will be
written in MATLAB® and will feature the use of principal component analysis (PCA). PCA uses Eigen decomposition to determine the largest directions of variation and then estimate future displacement in this direction.

**Significance**

As previously mentioned, fluoroscopy is becoming more prevalent as a diagnostic and interventional tool. Along with this increase in prevalence, the procedures are becoming more complex and time consuming. This often results in longer exposure to x-rays, which may have different affects on different patients. The dose of radiation received by a patient actually depends on their size, the examination, as well as the type of equipment and technique used by the surgeon [2]. It is especially important to note that the size of the patient has an affect on dose. This means that children are affected by radiation more than adults due to their size. It is important to reduce radiation exposure, especially in children, without compromising the ability of the surgeon to perform their work.

The development of a predictive model for heart wall motion could provide a reduction in x-ray exposure during interventional fluoroscopy procedures. The model would need a limited number of images to train the algorithm, followed by intermittent imaging to update the model based on real time changes in anatomy. This would be an improvement to current exposure reduction techniques such as intermittent fluoroscopy, last image hold, or pulsed fluoroscopy. These methods do reduced exposure, but result in loss of motion visualization and clarity. A predictive model that can be updated
throughout a procedure would provide constant visualization while maintaining image and video quality.
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Abstract

Purpose

Radiation exposure due to medical procedures increased six times between 1992 and 2009 in the United States. One of the largest medical sources is fluoroscopy [5,6]. A predictive model of heart wall motion could be used to reduce this exposure without reducing the surgeon’s ability to visualize the anatomy. To accomplish this, we seek to apply Davatzikos’s framework for predictive modeling of anatomy to the more complex anatomy of the heart [8].

Methods

Principal component analysis (PCA) determines the main directions of motion in an image and reduces the complexity of the problem. We used Davatzikos’s framework to develop a model that predicts heart wall motion based on a new starting point that was not in the training set. We determined the boundary of the heart in multiple training samples using manual segmentation and predicted a new boundary based on a new input.
boundary. We measured the average distance between points of the predicted boundary and the expected boundary to determine the accuracy of the model.

**Results**

The manual segmentation process showed considerable variation between users. However, using three training samples, we were able to predict the deformation of the heart wall. The prediction showed the correct direction of motion and maintained the shape of the heart. The prediction was within 3 mm on average of the anticipated deformation.

**Conclusions**

We were able to predict the deformation of the heart and believe that this framework would be effective if certain limitations could be reduced. The model is computationally expensive and requires 15 minutes to an hour to run depending on the computer. The manual segmentation process needs to be replaced with an automatic segmentation. Evidence exists to suggest that this method of predicting heart wall motion is possible and should be pursued further.

**Keywords**

Introduction

Fluoroscopy is becoming an increasingly popular diagnostic and interventional technique in the medical field. Fluoroscopy uses x-rays to obtain a constant video of a patient’s body. This gives the doctor the ability to see the change in anatomy over time during minimally invasive procedures. Fluoroscopy is used in barium x-rays, cardiac catheterization, arthrography and many other procedures. The main risk associated with fluoroscopy is exposure to ionizing radiation, which can cause severe skin burns and potentially lead to cancer. These risks increase with the increased use of fluoroscopy. One report shows that as much as 25% of all medical exposure to ionizing radiation is due to fluoroscopy [6].

The dose of radiation delivered to the patient depends on a number of variables including patient size, equipment, and physician technique [2]. Adjusting technique is currently the main way to reduce exposure to radiation during procedures. One technique reduces the acquisition rate of the system so that fewer images are taken per second. Another technique allows the physician to acquire video when needed and holds the last image on the screen when video is not needed. This gives the physician a reference to continue the procedure [2]. These techniques reduce radiation exposure to the patient but are not ideal. They may result in reduced image quality and loss of the ability to see interventional tools in real time.

The limitations and dangers of ionizing radiation in fluoroscopy show that a new solution is necessary. Patients and physicians would benefit from a method of visualizing
the anatomy while reducing exposure to x-rays. We believe the development of a predictive model of the heart wall motion in fluoroscopy would be an acceptable solution.

Predictive modeling using principal component analysis (PCA) is becoming increasingly popular in image processing and image guided surgery. PCA is used in a number of ways including facial recognition, image compression, and modeling motion in systems. The main goal is to reduce the amount of data required to characterize a system or, in the words of Jolliffe, “to reduce the dimensionality of a data set [7].” PCA examines covariance of a system using singular value decomposition or, more specifically, Eigen decomposition. In an image, the eigenvectors describe a certain direction of motion and the corresponding eigenvalue describes the magnitude of the motion in that direction.

Christos Davatzikos wrote about applying principal component analysis to the development of a predictive model of anatomical deformations [8]. This paper seeks to apply Davatzikos’s framework to the development of a predictive model of the heart in fluoroscopy.

Methods

We will first review the theory presented in Davatzikos’s article in IEEE Transactions on Medical Imaging [8]. Then we will discuss the process of using the predictive model in order to predict movement of the heart wall. The program for the model was written using MATLAB® R2014a.
Predictive Model Based on Principal Component Analysis

There are several methods for modeling movement or deformations of structures. When developing a model, it is important to determine the principle modes of variation of shape, deformation, and the principal modes of covariation between these two [8]. This method of modeling anatomical deformations is becoming increasingly popular and important. All of the information presented in this section is a review of Davatzikos’s work [8].

The equation for the model involves a number of variables. First, a vector $s$ contains a collection of points that define the shape of interest. In the case of this research, $s$ will be an “n” by 2 vector that contains x-y coordinates, which outline a heart in a fluoroscopic image. “n” is the number of coordinates used to mark the boundary A second vector, $q$, defines the deformation of $s$ by describing the change in the x and y directions. Both vectors are reshaped into 1 by 2*n row vectors and then vertically concatenated to form a third vector, $x$ [8].

$$x = \begin{bmatrix} s \\ q \end{bmatrix}$$

(1)

We can assume that $x$ follows a multivariate Gaussian distribution [8]. The probability density function of $x$ can be defined by the mean, $\mu$, and the covariance matrix, $C$ [8].

$$\mu = \begin{bmatrix} \mu_s \\ \mu_q \end{bmatrix}$$

(2)
\[
C = \begin{bmatrix}
    C_{ss} & C_{sq} \\
    C_{sq} & C_{qq}
\end{bmatrix}
\] (3)

In equation (3), \(C_{ss}\) and \(C_{qq}\) represent the variance in \(s\) and \(q\), respectively. \(C_{sq}\) represents the covariance between \(s\) and \(q\). Equation (2) and (3) can be estimated using a set of training samples. This will be discussed in greater detail in future sections. If we have multiple training sets, then we will have multiple vectors \(x_i, i = 1, \ldots, K\). Next we obtain the two eigenvectors and eigenvalues for each of the covariance matrices [8].

\[
v_i = \begin{bmatrix}
    v_{s,i} \\
    v_{q,i}
\end{bmatrix}, i = 1, \ldots, K - 1
\] (4)

In equation (4), \(v_{si}\) and \(v_{qi}\) are the parts of \(v_i\) corresponding to \(s\) and \(q\), respectively. Next, we can combine equations (1), (2), and (4) into a new equation to describe \(x\) [8].

\[
x = \mu + \sum_{i=1}^{M} \alpha_i v_i, M \leq K - 1
\] (5)

In equation (5) we denote that we are taking the \(M\) largest eigenvectors instead of the entire set. This causes minimal loss of information and results in a reduction of complexity. The new variable introduce in equation (5), \(\alpha_i, i = 1, \ldots, M\), completely represents \(s\) and \(q\) as long as the mean and eigenvectors are determined from training samples. Equation (5) can be split in order to calculate \(s\) and \(q\) separately [8].

\[
s = \mu_s + \sum_{i=1}^{M} \alpha_i v_{s,i}
\] (6a)

\[
q = \mu_q + \sum_{i=1}^{M} \alpha_i v_{q,i}
\] (6b)
Noting that equation (5) can be split into equation (6a) and (6b) will be important when using the model to predict deformations. We can write equation (5) in a general form [8]:

\[ x = \mu + Va \] (7)

where \( a \) is a vector containing all \( \alpha_i \), \( i = 1, \ldots, M \). It is also important to define the probability density function of \( a \), \( g(a) \), as [8]:

\[ g(a) = \exp \left( -\sum_{i=1}^{M} \frac{\alpha_i^2}{2\lambda_i} \right) \] (8)

where \( \lambda_i \) is the \( i^{th} \) eigenvalue.

The equations presented above are the framework for building the model. The next step involves producing the vector \( x \) by finding the points outlining the heart in a number of training samples.

**Finding the Heart in Fluoroscopy**

One of the limitations of x-ray is the low visibility of soft tissue such as the heart. It is also difficult to differentiate between the heart, arteries, and veins. The surrounding bones and remnants of previous surgeries may further obscure the view of the heart. This is all demonstrated in Figure 1. Due to these difficulties, automatic segmentation of the heart was extremely difficult. Instead, we used manual segmentation.
Figure 1: Sample Frame of Fluoroscopy Video
Figure 2: Flowchart of Manual Segmentation Process

The manual segmentation process is outlined in Figure 2. We first picked a frame in which we wanted to determine the boundaries of the heart. This image was used as an input to a program called roispline.m, which was pulled from the MATLAB® Central File Exchange. The program allows the user to select points on the input image and connects those points with splines. This allowed us to select the heart region with fewer points than would have been necessary for other MATLAB® functions. The roispline function output a binary mask where pixels inside the selected region were labeled as true
or “1.” The mask was fed to another MATLAB® function that found the boundary coordinates by locating the edge of the true region of the mask. The output of this function was the x-y coordinates of the boundary of the heart. These coordinates were stored as a variable for further processing. This process was repeated for the number of samples desired for training the model. In this study we used three samples, which required manual segmentation of 6 images.

After finding all of the boundaries, we had to adjust the number of coordinates that describe each boundary. For the model, all vectors \( \mathbf{s} \) and \( \mathbf{q} \) had to be the same size. In order to accomplish this, we found the boundary set that had the fewest number of points. Then we reduced the other boundary sets to the size of the smallest set. For our data, all boundary sets were reduced to 700 points.

**Training The Model**

In order to train the model, we used three samples. This involved finding three frames where the heart was contracted and three frames when the heart was relaxed. We ran the Manual Segmentation Process discussed in the previous section on each of the six frames. In order to eliminate bias, we had eight participants from the lab manually segment the heart in ten frames randomly selected from the six used for training the model and two frames for using the model. Each participant was shown an image with the heart and rib cage. They were also told that the base of the heart is typically located between the second and third ribs with the apex between the fifth and sixth ribs. The results were gathered by frame and averaged together using a nearest neighbor algorithm.
Figure 3 shows each frame as well as the outline of the heart from the averaging process. The x-y coordinates for the boundaries in Figure 3a were averaged together using a nearest neighbor algorithm to form vector $s$. The x-y coordinates for the boundaries in Figure 3b were subtracted from the coordinates in Figure 3a to get displacement vectors. These three vectors were averaged together to get vector $q$. 
Figure 3: Fluoroscopy Images of Contracted (a) and Relaxed (b) Hearts with Manually Selected Boundaries (green)
The next step in the process was to calculate the covariance matrix of each vector $x$. This resulted in three covariance matrices, which generated six eigenvalues and six eigenvectors. Next we determined an average vector $x$ for calculation purposes and the mean, $u$, from equation (2). Then we sorted the eigenvectors by the magnitude of their eigenvalues and kept the top 90% of eigenvalues. The associated eigenvectors were used to make vector $V$ in equation (7). The final step in training the model was to solve equation (7) for vector $a$. As previously mentioned, this vector completely characterizes the samples acquired so far and can be used as a starting point to predict future deformations. Once we calculated $a$, we proceeded to the next step of predicting deformation based on a new starting point.

*Using the Model*

In order to use the model, we first picked a new starting frame for which we wanted to predict the deformation and used the procedure from Figure 2 to determine the boundaries. As previously mentioned, we had participants from the lab pick boundaries for the relaxed and contracted heart. The images of the frames and selected boundaries are shown in Figure 4. The boundaries of the contracted heart in Figure 4 were used as a new vector $s_0$. The boundaries of the relaxed heart in Figure 4 were used to determine the accuracy of the model.
Next, we used the Levenberg-Marquardt nonlinear optimization scheme in order to minimize the following objective function [8]:

$$\varepsilon(a) = \|s - s_0\|^2 + w \frac{1}{g(a)}$$  \hspace{1cm} (9)

where vector $s$ refers to the original $s$ from the training samples, $s_0$ is the new starting point, $w$ is a relative weighting factor and $g(a)$ is the probability density function shown in equation (8). The first half of the equation favors a vector $a$ that gives an output close to the initial starting point, while the second half of the equation favors a PDF similar to the original vector $a$. This equation is expanded below:

$$\varepsilon(a) = \left\| \mu_s + \sum_{i=1}^{M} \alpha_i v_{s_i} - s_0 \right\|^2 + w \frac{1}{g(a)}$$ \hspace{1cm} (10)

We utilized this equation by running the optimization scheme with equation (10) and vector $a$ as a starting point. The output of the optimization scheme was a new vector $\hat{a}$.
which, along with equation (6b), was used to calculate an estimate of deformation, vector \( \hat{q} \). This is shown in equation (11), where \( \mu_q \) and \( v_{qi} \) were calculated in the training set.

\[
\hat{q} = \mu_q + \sum_{i=1}^{M} \hat{\alpha}_i v_{qi}
\]  

(11)

It is important to note that the process of determining \( \hat{a} \) was the most computationally expensive step in this process. With this information, we calculated the estimated boundary of the relaxed heart shown in Figure 4 and compared the two boundaries to determine the accuracy of the model.

Results

As previously mentioned, the heart is difficult to find in fluoroscopy. The purpose of randomly sampling lab members’ manual segmentation of the heart was twofold. First, we wanted to eliminate bias for purposes of showing the model worked properly. Second, we wanted to show the variability between users during the manual segmentation process. This variability is shown in Figure 5. The images in this figure correspond to those in Figure 3. Figure 3 shows the averages of the boundaries in the images of Figure 5.
Figure 5: Boundaries of Contracted (a) and Relaxed (b) Hearts
Manually Segmented by 8 participants
It is important to determine the main direction of motion of the heart in order to show the model is working properly. By looking at the fluoroscopy video, as well as the boundaries of the relaxed and contracted heart together, we can see the direction with the largest variation. The boundaries of the relaxed heart are overlaid with the boundaries of the contracted heart to show this direction of variation in Figure 6 for the three training samples from Figure 3.
Figure 6: Boundaries of Contracted (red) and Relaxed (green) Hearts
Demonstrating Principal Direction of Motion
Figure 7 shows the boundaries of the relaxed heart used as $s_0$ for the input of the model as well as the expected result of the contracted heart. Figure 8 shows the input to the model, $s_0$, along with the predicted relaxed heart. Figure 9 shows the expected output of the model along with the actual output of the model when the weighting factor $w$ of the objective function, Equation (9), is set to values ranging from 0.1 to 10.

Figure 7: Comparison of Input to Model (green), $s_0$, and Expected Output of Model (red)

Figure 8: Comparison of Input to Model (green), $s_0$, and Output of Model (red) for Weighting Factor, $w$, equal to 1
Figure 9: Comparison of Expected and Actual Output of Model for Weighting Factor, $w$, of 0.1(a), 0.5(b), 1(c), 2.5(d), 5(e), 10(f)
The values in Table 1 give a general idea of the accuracy of the model for varying weighting factors, $w$. The distance listed for each $w$ is the average Euclidean distance between pixels of the expected and actual outputs of the model. The Euclidean distance was calculated between nearest neighbor pixels. We then calculated the size of the pixels based on the dimensions of the image intensifier and the number of pixels that span the image. This gives the average distance in millimeters (mm).

Table 1: Average Euclidean Distance from Actual to Predicted Boundaries Shown in Figure 9

<table>
<thead>
<tr>
<th>$w$</th>
<th>0.1</th>
<th>0.5</th>
<th>1</th>
<th>2.5</th>
<th>5</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distance (mm)</td>
<td>3.01</td>
<td>2.98</td>
<td>3.00</td>
<td>3.00</td>
<td>3.08</td>
<td>3.35</td>
</tr>
<tr>
<td>Standard Deviation (mm)</td>
<td>2.56</td>
<td>2.63</td>
<td>2.66</td>
<td>2.71</td>
<td>2.70</td>
<td>2.93</td>
</tr>
</tbody>
</table>

Discussion

The images in Figure 6 show the variability between users of the manual segmentation process. The participants in the manual segmentation process were all untrained students. Each one was briefly told how to locate the heart using the ribs and shown a reference image of the heart in the rib cage. The variance in boundary location is most likely due to the perception of the participant as well as the blurred boundary of the heart in the image. The variability in the selected boundaries demonstrates the need for a better segmentation process. Ideally, this process would be automatic in order to eliminate human biases and error. Unfortunately, at this time, segmentation algorithms...
are not able to effectively segment the heart. This is due to the poor ability of fluoroscopy to differentiate between soft tissues.

By looking at the images in Figure 6 and having an understanding of the anatomy of the heart, we can determine the expected principal direction of variation. In the images of Figure 6, this direction of variation is diagonally from the upper left hand corner to the bottom right hand corner. In anatomical terms, the main direction of variation is from the apex of the heart to the right side of the base of the heart. This direction of motion is a result of the contraction of the left ventricle.

The series of figures from 7 to 9 are the most important to this paper. Figure 7 shows the input to the model and the expected output together, confirming the expected principal direction of motion. Figure 8 shows the input to the model and the actual output of the model for weighting factor, w, equal to 1. From this image we can clearly tell that the model does capture the principal direction of motion determined by the training samples. The next step is to determine the accuracy of the model.

The images of Figure 9 demonstrate an attempt to adjust the weighting factor, w, of the objective function, Equation (9), in order to obtain a better prediction of the deformation. It is apparent that a w of greater than 1 causes the model to work improperly. The output shows non-uniform boundaries with increasingly inaccurate outputs as w increases. This is further confirmed by the values in Table 1. As w increases from 1, so does the average distance. This indicates that the individual points of the actual and predicted boundaries are getting further apart on average. The standard
deviation also increases indicating that the model has reduced accuracy and precision with increasing w.

When we look at values of w between 0 and 1, it appears that 0.5 yields the best results. This is demonstrated primarily by the values in Table 1, which indicate that the average distance between boundary points is the lowest at 2.98 mm. The values of Table 1 do not provide definitive proof that any w is better than the other. The range of distances is less than 0.5 mm, demonstrating that w does not greatly affect the accuracy of the model. Other aspects of the model may need to be adjusted to increase accuracy. It is interesting to note that at w equal to 0.1, the average distance increases to levels similar to w equal to 1. However, the standard deviation continues to decrease with decreasing w. This indicates that decreasing w increases precision and accuracy up to a point. Further testing would be required to better characterize the effect of w on this data set as well as the variation in effect on different data sets.

Conclusion

Examination of Davatzikos’s framework for a predictive model demonstrates that it could be applied to a complex organ such as the heart. The simple model developed here does maintain the shape of the heart in the output and captures the principal direction of variation. These are two important aspects of the model. Because we are dealing with medical images and surgical guidance, accuracy is the most important aspect of the model. Our data shows that at the model’s best, it will produce a prediction within 3 mm of the expected boundary. Other aspects of the model should be tested to try to
increase accuracy. There are currently a number of limitations to this method including
the image acquisition method itself and the lack of ability to automatically segment the
heart. I believe that, if the effects of these two limitations could be minimized, this model
would be effective at predicting the heart wall motion. The next challenge is to reduce
computation time, which ranged from 15 to 60 minutes during this study.
CHAPTER THREE
CONCLUSIONS AND FUTURE WORK

Conclusions

The framework for predictive modeling of anatomical structures presented by Davatzikos was evaluated for use with the more complex anatomy of the heart [8]. For this study we developed a program in MATLAB® using Davatzikos’s framework. A manual segmentation process was used to find the boundaries of the heart in fluoroscopy images and these boundaries were used to train the model as well as test the accuracy.

The manual segmentation process showed a large amount of variability between users of this process. This is due to a number of problems. First, the participants of this part of the study were untrained in finding the heart in fluoroscopy. Second, fluoroscopy does not differentiate between soft tissues. This results in blurred lines at boundaries.

In spite of the limitations of the manual segmentation process, the model maintains the shape of the heart as expected and captures the main direction of motion due to the contraction of the left ventricle. The data shows that the model is within approximately 3 mm of the anticipated output.

The model is computationally expensive. During testing, we experienced computation times ranging from 15 minutes to an hour depending on the computer used. This is due to a number of issues including the slow speed of the MATLAB® programming language and the size of matrices required to run the optimization scheme. Despite the limitations of the study, the model appears to effectively predict the heart wall motion.
Future Work

There are a number of major steps that could be taken to improve this model. The most important would be to develop an algorithm for automatically or semi-automatically segmenting the heart. These would eliminate bias and other errors associated with manual segmentation of the heart. It would also make the model more practical for clinical use because it would eliminate or reduce the hands on time required by the surgeon or assistant to segment the heart manually. Ultimately, a fully automatic algorithm would be best.

The next step would be to assess the accuracy of the model to determine acceptable limits of distance between expected and actual model outputs. Because this model could potentially be used for navigating during minimally invasive surgery, it is extremely important to minimize this error as much as possible. Other aspects of the model should be tested to determine the effect on accuracy including the number of samples for training, weighting factors within the PDF of vector $a$, and potentially using the entire image of the heart instead of just the boundaries.

Another area requiring extra work is reducing computation time. Even at our best time of approximately 15 minutes, this model could not be used during a surgery. In a real setting, by the time this prediction is made it would be useless information because the deformation would have already occurred. The prediction section of this model would need to be performed multiple times throughout the surgery in order to constantly update the view for the surgeon. The computation would need to occur in a matter of
microseconds in order for the model to be practical for use in the operating room. In order to reduce these times, the algorithm could be written in a fast programming language. The algorithm could also be programmed to use few eigenvectors.

The final area of future work is integration into an IGS system. Work is being performed to track surgical tools using electromagnetics (EM). If these two technologies could be combined, surgeons would have the ability to visualize the heart as though it were being imaged in real time and see the EM tracked tool in these images. Ultimately, this would help reduce the patient and surgeon’s exposure to the ionizing radiation of fluoroscopy.
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