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Figure 5.5: Performance of RLNC in the network of Figure 5.2. (A TPC of rate 0.472 with
QPSK is used for transmissions; N=10, λ1=5 dB, λ2=0.5 dB, λ3=0 dB, m=2.5.)

transmit random linear combinations of buffered NC packets (NR mode). We plot the per-

formance of both modes in Figure 5.5. For comparison, the throughput of fountain-coded

relaying is also shown. The relays operate in the DR mode for both CFC and RLNC. For

RLNC, the file is divided into 5 generations of 100 packets each. The generation for each

transmission is chosen according to the round-robin strategy described in Appendix E. This

strategy employs an integer parameter l >0. The sender chooses generations in a round-

robin fashion, sending l consecutive NC packets from a generation before proceeding to

the next. Once K transmissions have been made, l is set to 1. For the FR mode of RLNC,

we have found that using l =1 throughout the session gives the best throughput over the

entire range of SNR. Therefore, we show results for only that value of l. The situation is

less straightforward for mode NR. At high SNR when there are few or no packet erasures

on the links, larger values of l perform better. Because the relay nodes transmit random

linear combinations of buffered NC packets, having fewer packets from a generation in the

buffer leads to greater likelihood of forming non-innovative packets.

When l is small, the relays have only a small number of packets from each genera-
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tion stored in their buffers during the early phase of the session. As a result, they frequently

send non-innovative NC packets to the destinations. If l is large, the relays receive packets

from fewer generations during the initial phase but has more packets per generation. For

example, when l=1, W =25, and the links have very high SNR, the primary relay obtains

5 NC packets from each generation before it gets its first opportunity to transmit. The re-

lay then proceeds to make 25 transmissions, 5 from each generation. For each of these 5

transmissions, the network encoder at the relay must operate on only 5 NC packets. On the

other hand, when l=100, the primary relay obtains 25 NC packets from the first generation

and none from the other generations before it gets its first opportunity to transmit. The

relay then makes 25 transmissions, each of which is a random linear combination of 25

packets. Because the network encoder operates on a larger set of NC packets, the fraction

of non-innovative packets generated is expected to be smaller in this case. This is true at

lower values of SNR as well; however, the problem of correlated packet erasures explained

in Appendix E dominates in that region. As a result, the performance of the NR mode of

RLNC gives higher throughput for l = 1 than for l = 100 at low and moderate values of

SNR. We have found that, regardless of the value of l, the NR mode’s performance does

not exceed that of the FR mode with l =1. Therefore, we use mode FR with l =1 for all

subsequent evaluations of RLNC in this chapter.

In Figure 5.6, we compare the throughput of RLNC-DR and RLNC-LM. The two

modes provide similar performance at high SNR but RLNC-DR outperforms RLNC-LM at

low SNR, which is consistent with the observation made regarding CFC-DR and CFC-LM.

The performance of CFC-DR in the same network is shown in Figure 5.7 for two

different values of the Nakagami parameter m, namely m=1 and m=2.5. For each value

of m, we compare the throughput that is obtained when the senders use the AMCC protocol

for transmissions with the throughput of two fixed-rate transmission schemes. We observe

that the AMCC protocol provides much higher throughput than fixed-rate transmissions.
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Figure 5.6: Comparison of RLNC-DR and RLNC-LM in the network of Figure 5.2. (A
TPC of rate 0.472 with QPSK is used for transmissions; W =25, N =10, λ1 =5 dB, λ2 =
0.5 dB, λ3=0 dB, and m=2.5.)
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Figure 5.7: Comparison of AMCC and fixed-rate transmissions for fountain-coded file
distribution in the network of Figure 5.2 (N=10, λ1=8 dB, λ2=0.75 dB, λ3=3 dB).
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(a) N=8, λ1=10 dB, λ2=1 dB, λ3=0 dB.

0.0

0.5

1.0

1.5

2.0

2.5

3.0

0 10 20 30 40 50

S
es

si
o

n
 T

h
ro

u
g

h
p

u
t

CENR* (dB)

Conventional relaying

CFC-DR

FC, single relay

RLNC-DR

(b) N=20, λ1=5 dB, λ2=0.5 dB, λ3=5 dB.

Figure 5.8: Performance of different file-distribution techniques in the network of Fig-
ure 5.2 with Rayleigh fading on the links.

We can summarize the results so far as follows: CFC-DR outperforms CFC-LM,

and RLNC-DR that employs the FR strategy and round-robin generation selection with

l=1 outperforms other modes of RLNC. Also, network coding with AMCC gives higher

throughput then network-coding without AMCC. We plot the session throughput of the

best-performing modes of CFC and RLNC in Figure 5.8 for two networks. One of the net-

works has 8 destination nodes and the other has 20 destination nodes. The performance of

conventional relaying and FC-based relaying with a single relay node are also shown. For

both networks, CFC slightly outperforms RLNC while both CFC and RLNC significantly

outperforms conventional relaying and FC-based relaying with a single relay node. A com-

parison of the two figures reveals that the performance gap between conventional relaying

and network-coded relaying become larger as the number of destinations grows. The gap

is as much as approximately 5 dB for 8 destination nodes, whereas it increases to about

7 dB for 20 destination nodes. The probability that a packet transmitted by a relay node is
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Figure 5.9: Performance of different file-distribution techniques in the network of Fig-
ure 5.2 with 15 destinations and Rayleigh fading on the links. The value of λ2 is kept
constant at 0.5 dB.

erased at one or more destination nodes increases as the number of destinations grows. For

ARQ-based file transfers, this results in a larger number of retransmissions and reduces the

throughput.

In Figure 5.9, we examine how the performance of CFC is affected when the nomi-

nal quality of the secondary relay’s incoming and outgoing links are varied. We consider a

two-hop relay network with 15 destination nodes. The value of λ2 is kept fixed at 0.5 dB.

We carry out performance evaluations for 5 different values of λ1 and λ3. An increase in

λ1 and λ3 results in decreased ability of the destinations to obtain NC packets by way of

the secondary relay node. At the extreme, when either λ1 or λ3 is large enough to ren-

der the incoming or outgoing link for the secondary relay incapable of delivering packets,

the performance of the two-hop relaying scheme is expected to become approximately the

same as that of the FC-based scheme with single relay. We observe from the figure that, as

expected, λ1 =λ3 =0 dB provides the best throughput and the throughput decreases as λ1

and λ3 are increased. The worst-case scenario in the figure corresponds to λ1=λ3=12 dB.
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Figure 5.10: Mean destination throughput of different file-distribution techniques in the
network of Figure 5.2 with Rayleigh fading on the links (N = 8, λ1 = 10 dB, λ2 = 1 dB,
λ3=0 dB).

But even for this fairly large offset, we notice that network-coded relaying with two relays

provides significant performance improvements over the single-relay schemes.

For each of the two-hop relay networks we examined, we found the mean destina-

tion throughput to display the same trends as the session throughput. As a representative

example, the mean destination throughput of different relaying schemes is shown in Fig-

ure 5.10 for the network with 8 destination nodes and offsets λ1 =10 dB, λ2 =1 dB, and

λ3=0 dB.
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Chapter 6

General Multicast Networks

We now combine the insights gained from the previous two chapters to develop

network-coded file-distribution strategies for general multicast networks. As for the broad-

cast schemes of Chapter 4, our approach permits recipients to overhear packets and allow

nodes other than the primary relays to send network-coded packets after they have decoded

the file. But if a node is not a destination, then it is also permitted to forward network-coded

packets before it has received the complete file.

As before, we employ a spanning tree for the file transfer and we call each in-

termediate node in the tree a primary relay. Also, the nodes are assigned secondary relays

whenever possible. Recall that the secondary relays provide alternate paths from the source

to the nodes in the network. An example of a network with primary and secondary relays

is shown in Figure 6.1. The nodes shown as circles are the primary relays whereas the

hexagonal nodes are the secondary relays.

We introduce the following terminology to specify two types of relay operations

and to describe the relationship between certain relay nodes:

• TAD (transmit-after-decoding) relay: A TAD relay does not transmit NC packet until

it has decoded the file. When the relay decodes the file, it applies network coding to
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Figure 6.1: An example of primary and secondary relays.

the information packets and starts sending NC packets to its children.

• TBD (transmit-before-decoding) relay: A TBD relay is permitted to forward NC

packets from its parent to its children before it has decoded the file. When operating

in the TBD mode, the relay alternates between receiving and transmitting in order to

forward batches of packets to its children.

• Companion relay: If two relay nodes have at least one child in common, then each

relay is called a companion relay of the other. In Figure 6.1, N1 and N3 are com-

panion relays of each other because they share the child N5. The other two pairs of

companion relays in the network are (N2, N3) and (N2, N4).

According to the terminology above, each relay node in the broadcast strategies

of Chapter 4 is a TAD relay, whereas each relay node in the two-hop relay networks of

Chapter 5 is a TBD relay.

We describe two modes of network-coded multicast. The modes differ in the way

the primary relays send packets. In one of the modes, all primary relays act as TAD relays.

We refer to this mode of operation as mode PTA. In the other mode, which we refer to as
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mode PTB, primary relays that are not destinations themselves may operate as TBD relays.

6.1 Mode PTA

In mode PTA, a spanning tree is first constructed using any suitable method and

the secondary relays are assigned. Nodes that are not destinations are preferred choices

for secondary relays. The source begins the session by applying network coding to the file

and sending NC packets to its children. The primary relays operate in a manner identical

to any of the broadcast modes of Chapter 4. Each primary relay acts as a TAD relay, i.e.,

it continues to receive NC packets until the file is decoded. Upon decoding the file, the

primary relay broadcasts a control packet to its children announcing that it is ready to send

NC packets. Each child responds to this announcement with a reply packet. The primary

relay then applies network coding to the information packets and starts sending NC packets

to its children. Secondary relays that are destinations themselves also act as TAD relays,

which again is similar to how they operate in the broadcast modes of Chapter 4.

The difference between the broadcast strategies of Chapter 4 and mode PTA lies

in the operation of the secondary relay nodes that are not destinations. Such nodes act

as TBD relays, alternating between receiving and transmitting. There are two possible

situations for such a secondary relay. First, suppose that the secondary relay is receiving

packets from its own primary relay. In this case, the secondary relay receives from its

parent until it recovers Wa NC packets and then forwards those packets to its children by

making Wa transmissions. Then the relay returns to the receive mode to accumulate another

Wa packets before it begins forwarding again. The secondary relay continues this process

until the primary relays for all of its children decode the file and begin transmitting. The

second situation arises when the secondary relay was assigned its own TBD secondary

relay (referred to as the secondary parent) and is in the process of receiving packets from
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the secondary parent which itself is alternating between receiving and transmitting. In this

case, the secondary relay coordinates its transmissions with its secondary parent. The relay

stays in the receive mode when its secondary parent is forwarding NC packets and then

forwards the recovered packets when its secondary parent is in the receive mode.

Whenever a node in the network decodes the file, it broadcasts a control packet

offering to send NC packets to its neighbors. A neighbor that has not yet decoded the

file accepts this offer and becomes a recipient if it is currently (a) not receiving packets

from another sender or (b) receiving packets over an incoming link whose nominal SNR

is lower than the nominal SNR of the incoming link from the new sender. Note that this

behavior is identical to mode AS of network-coded broadcast described in Chapter 4. As

in fountain-coded broadcast, the relay node uses CFC to prevent duplicate packets.

Now consider a recipient that has been assigned a TBD secondary relay. When the

secondary relay alternates between receiving and transmitting, the best possible scenario

for the recipient is that it recovers packets with an effective erasure probability of 0.5. This

is because the secondary relay sends a batch of Wa packets and then returns to the receive

mode for at least Wa packet durations before transmitting again. Suppose that the recipient

has an operational link from an upstream primary relay node two or more hops away.

Depending on the probability of packet erasure on this link, it may be beneficial for the

recipient to overhear packets from that upstream node rather than to rely on the secondary

relay. In mode PTA, the recipient attempts to overhear NC packets until the secondary

relay starts forwarding packets. If the fraction of overhearing attempts that resulted in

success exceeds a threshold Za, then the recipient decides to continue using the overhearing

link and informs the secondary relay of this decision by means of a control packet. For a

recipient that does not have a TBD secondary relay, the threshold test is not necessary.

Such a recipient continues to overhear packets until a relay node decodes the file and starts

sending NC packets.
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Figure 6.2: One possible relay assignment for mode PTA.

As an example of mode PTA’s operation, consider the network of Figure 6.2. Node

S is the source and the nodes shown as rectangles, i.e., N9 through N24, are the destinations.

Nodes N5 through N8, which are depicted as circles, are the primary relays. Nodes N1

through N4, shown as hexagons, are the secondary relays. Node S sends NC packets from

the file to N1 through N8, and the rectangular nodes attempt to overhear the transmissions.

Because the secondary relays are not destinations, each acts as a TBD relay. Now consider

the operation of the secondary relay N1. When N1 recovers Wa NC packets from S, it

broadcasts a control packet informing nodes N9 and N14–N17 that it is ready to forward

those packets. At this point, each of N9 and N14–N17 computes the ratio of the number of

NC packets that it overheard from S to the total number of overhearing attempts it made.

If that ratio is smaller than the predefined value of the threshold Za, the destination replies

back to N1 expressing its willingness to receive the forwarded NC packets. Otherwise, the

destination continues overhearing NC packets from S. If at least one among N9 and N14–
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N17 decides to receive packets from N1, then N1 begins to forward batches of Wa packets

from S to the interested node(s). When the primary relay N5 decodes the file, it applies

network coding to the information packets and starts sending NC packets to N9, N16, and

N17, each of which then starts receiving from N5, regardless of whether it was previously

overhearing NC packets from S or receiving forwarded packets from N1. Meanwhile, node

N1 continues to forward batches of Wa NC packets from S to N14 and N15 until N8 decodes

the file.

6.2 Mode PTB

Recall that in mode PTA, a recipient that is in the process of receiving NC packets

from its TBD secondary relay must stay idle when the secondary relay returns to its receive

mode to recover new NC packets from its parent. Consider a recipient for which neither the

primary nor the secondary relay is a destination node. If we permit both relays to operate as

TBD relays and allow them to take turns receiving and forwarding NC packets in a manner

similar to the two-hop relay network of Chapter 5, the idle time at the recipient is greatly

reduced; consequently, we might expect a significant reduction in the recipient’s decoding-

completion time. This is the central philosophy behind mode PTB, in which primary relays

that are not destinations act as TBD relays and are paired with TBD secondary relays to

form two-hop relay networks. As in mode PTA, the first step is to assign the primary relays

by constructing a spanning tree. Next, the secondary relays are assigned, preferably from

among the nodes that are not destinations, such that (a) a TBD secondary relay node has

no more than one companion relay that is a TBD primary relay and (b) a TBD secondary

relay and its TBD companion relay have the same parent. When relays are chosen in this

manner, smaller two-hop relay networks are formed within the larger multicast network.

An example is shown in Figure 6.3. The node placements in the network are identical
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Figure 6.3: One possible relay assignment for mode PTB.

to the network of Figure 6.2, which was used to illustrate mode PTA. We make the same

assumptions regarding destination and relay nodes, namely, only the rectangular nodes

need the file and hence each relay node can operate as a TBD relay. The only difference

is that the rectangular nodes are now assigned secondary relays in a way that ensures a

secondary relay has no more than one companion relay. For example, node N1 is no longer

the secondary relay for nodes N14 and N15, because that would require N1 to have two

companion TBD relays, namely N5 and N8, which violates condition (a) above.

The behavior of a relay node depends on whether it is a destination and on the nature

of its companion relay. Each secondary relay that is not a destination acts as a TBD relay.

Each primary relay that is not a destination and has at least one companion TBD secondary

relay also acts as a TBD relay. A TBD primary relay and its TBD companion relay(s)

take turns to receive and forward NC packets. The TBD primary relay stays in the receive

mode until it recovers Wb NC packets from its parent and then forwards those packets to its
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children. Then it returns to the receive mode to accumulate another Wb packets, and so on.

The TBD secondary relay receives packets from its parent when its TBD companion relay

is in the transmit mode and forwards NC packets to the destinations when the companion

relay is in the receive mode. A TBD secondary relay without a TBD companion relay

operates as in mode PTA: It keeps forwarding batches of Wa NC packets to its children

until the primary relays of the children begin transmitting. Primary relay nodes that are

destinations act as TAD relays, i.e., they send NC packets only after they have decoded the

file. Primary relays that are not destinations and do not have companion TBD relays also

act as TAD relays.

As a result, depending on the network topology, a recipient may have either a TAD

or a TBD primary relay. Also, the recipient may be assigned a TAD secondary relay, a TBD

secondary relay, or no secondary relay at all. In addition, the recipient may also have an

overhearing link from an upstream node two or more hops away and it may sometimes be

more beneficial for the recipient to overhear packets until its primary relay decodes the file

and starts transmitting. Depending on the type of relays it has been assigned, the recipient

chooses between overhearing packets and receiving from the relay nodes as follows:

• TBD primary, TBD secondary: The recipient attempts to overhear NC packets un-

til the primary relay starts forwarding. If at least a fraction Zb of the overhearing

attempts succeed, then the recipient continues to overhear; otherwise, it stops over-

hearing and utilizes the secondary relay. The value of Zb is usually close to 1, which

ensures that overhearing is preferred over the use of relay nodes only when the over-

hearing link is very strong.

• TAD primary, TBD secondary: The recipient attempts to overhear NC packets until

the secondary relay starts forwarding. If at least a fraction Za of the overhearing

attempts are successful, then the recipient continues to overhear; otherwise, it stops
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overhearing and utilizes the secondary relay. The value of Za is usually much lower

than Zb.

• TAD primary, TAD secondary or no secondary assigned: The recipient overhears

packets until the primary relay decodes the file.

• TBD primary, TAD secondary or no secondary assigned: The recipient attempts to

overhear NC packets until the primary relay starts transmitting. If at least a frac-

tion Za of the overhearing attempts are successful, then the recipient continues to

overhear; otherwise, it stops overhearing and utilizes the primary relay.

Whenever a node in the network decodes the file, it broadcasts a control packet

offering to send NC packets to its neighbors. All of its neighbors that are currently not

receiving packets or are receiving packets over poorer incoming links become the node’s

recipients. The node applies network coding to the file, using CFC if fountain coding is

employed, and starts sending NC packets to the recipients.

Consider the application of mode PTB to the network of Figure 6.3. At the be-

ginning of the session, the source S sends NC packets to the primary relays N5 through

N8. The secondary relays do not attempt to receive these initial transmissions whereas the

destination nodes try to overhear the packets. We focus on the relay pair (N1, N5) and their

children N9, N16, and N17 as a representative example. When the session begins, N1 stays

idle while N5 receives NC packets form S until it recovers Wb of them. In the meantime,

N9, N16, and N17 try to overhear packets from S. Suppose that, for each of them, less than

a fraction Zb of the overhearing attempts are successful; hence, the nodes decide to stop

overhearing. Therefore, N5 forwards the Wb NC packets in its buffer to N9, N16, and N17.

While N5 transmits, N1 receives NC packets from S. Next, N5 returns to the receive mode

while N1 forwards the packets in its buffer to N9, N16, and N17. This process continues
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until either all three destinations decode the file or one of the relay nodes decodes the file,

whichever occurs first.

Now consider another scenario in which N5 is a destination but N1 is not. In this

case, N5 operates as a TAD relay and does not send NC packets until it decodes the file.

Because N1 is not a destination, it acts as a TBD relay, forwarding batches of Wa NC packets

to N9, N16, and N17 until N5 decodes the file. As before, nodes N9, N16, and N17 try to

overhear packets from S at the beginning of the session. When N1 recovers the first set of

Wa NC packets, each of N9, N16, and N17 computes the ratio of the number of NC packets

it was able to overhear from S and the total number of overhearing attempts it made. If that

ratio is smaller than the threshold Za, the node replies back to N1 expressing its willingness

to receive the forwarded NC packets. Otherwise, it decides to continue overhearing NC

packets from S until an intermediate source becomes available.

The same threshold test is applied if N1 is a TAD relay and N5 is a TBD relay.

Finally, if both N1 and N5 are TAD relays, then N9, N16, and N17 overhear packets from S

until one of the relay nodes decodes the file and begins transmitting.

6.2.1 Mode PTB with Perfect Channel Knowledge (PTB-PCK)

In modes PTA and PTB, it is not necessary for the nodes to know the exact values

of the SNR on their respective incoming links or the model of the fading. Now consider

a hypothetical situation in which a node in mode PTB knows the nominal CENR of the

overhearing link as well as the maximum attenuation that may be caused by fading on

the link. This knowledge can be utilized to decide whether the node should receive the

NC packets forwarded by the relays or try to overhear packets. In a hypothetical strategy

referred to as mode PTB with perfect channel knowledge (PTB-PCK), a destination node

with a TBD primary and a TBD secondary relay uses the overhearing link if and only if it
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knows that the probability of packet erasure when the link is in its deepest fade does not

exceed a certain threshold PT . For example, suppose that PT =10−4 and that the sender uses

the AMCC protocol with the code-modulation combinations of Table 1 in Appendix C. The

combination with the highest information rate and the greatest probability of packet erasure

at any given SNR requires a CENR of 11.98 dB to achieve a packet-erasure probability

of 10−4. Now suppose that the overhearing link experiences Rayleigh fading for which

the maximum attenuation is 16 dB. The destination chooses to overhear packets if the

nominal CENR of the link, denoted by Cov, is such that Cov−16 dB≥ 11.98 dB, i.e., if

Cov≥27.98 dB. Otherwise, the destination decides to receive NC packets forwarded by the

relay nodes.

The parameter PT is usually set to a small value. Mode PTB-PCK assumes that

the quality of the overhearing link to a destination is unlikely to be better than that of

the incoming links from the relay nodes. Therefore, unless the overhearing link is very

strong, PTB-PCK decides to receive NC packets from the relays. A more effective decision

than one simply based on comparing the nominal CENR to a threshold may be made by

computing the expected throughput when overhearing is used and the expected throughput

when the two relay nodes are used, and then utilizing the strategy that gives the higher

expected throughput. However, such computations are quite complicated for most practical

channel models and transmission schemes. (E.g., as shown in Chapter 7, they are not

very simple even for fixed-rate communications over links that can be modeled by Markov

chains with only two states.)

As mentioned above, the knowledge of the nominal CENR and the fade levels is

utilized only by those nodes for which both primary and secondary relays operate as TBD

relays. For a node that is receiving NC packets forwarded by its TBD secondary relay while

the TAD primary relay waits to decode the file, the effective rate of data transfer from the

secondary relay to the destination can be rather low even when the link from the secondary
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relay to the destination is very strong, because the secondary relay must periodically return

to the receive mode, leaving the destination idle. In this situation, the choice between

overhearing and using relay nodes cannot be made based simply on the nominal CENR of

the overhearing link and its fade levels. Therefore, unless a destination in mode PTB-PCK

has a TBD primary and a TBD secondary relay, it applies the threshold test described in

Section 6.1 to the fraction of overheard packets. This is also the reason why we do not

consider a PCK counterpart to mode PTA.

6.3 Performance Results

For our numerical results, the file at the source consists of 500 information packets.

Unless otherwise specified, the parameters Wa, Wb, Za, Zb, and PT are set to 125, 50, 0.5, 1,

and 10−4, respectively. The AMCC protocol is used for all transmissions.

We first consider the network of Figures 6.2 and 6.3. For mode PTA, we assign the

relays as shown in Figure 6.2, whereas mode PTB uses the relay assignment of Figure 6.3.

Nodes N9 through N24 are the destinations and none of the relay nodes need the file. We

employ two offset parameters λ1 and λ2 to assign a range of nominal signal-to-noise ratios

to the links in the network. The nominal CENR of the links from S to N1 through N4 is

CENR∗, to N5 through N8 is CENR∗−λ1, to N9 through N12 is CENR∗−λ1−λ2/2, and

to N13 through N24 is CENR∗−λ1−λ2, where λ1,λ2>0. The nominal CENR of the links

to N9 through N12 from their respective primary relays is CENR∗ and the nominal CENR

of the links to N13 through N24 from their respective primary relays is CENR∗−λ1. In the

relay assignment of Figure 6.2, the nominal CENR of the links to N9 through N12 from

their respective secondary relays is CENR∗−1.5λ1 and the nominal CENR of the links to

N13 through N24 from their respective secondary relays is CENR∗−1.8λ1. Some of the

destinations in mode PTB have poorer-quality links from their respective secondary relays
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Figure 6.4: Throughput of different multicast schemes in the network of Figures 6.2 and 6.3
when none of the relay nodes need the file (λ1=10 dB, λ2=20 dB, m=2.5).

than in mode PTA because additional constraints were imposed on the assignment of relay

nodes for PTB.

Figure 6.4a shows the session throughput of PTA, PTB, and PTB-PCK modes of

CFC when λ1=10 dB and λ2=20 dB and the Nakagami parameter m is 2.5. Their perfor-

mance is compared with that of CFC-AS, which was found to be the best performer among

the four modes in Chapter 4, and that of a conventional multicast strategy that uses ARQ

for retransmissions. Modes PTA, PTB, and PTB-PCK each provides higher throughput

than mode AS and conventional multicast. Mode PTA outperforms mode AS for all values

of CENR∗ between 16 dB and 43 dB. Between 43 dB and 49 dB, there is a slight disad-

vantage to using mode PTA over mode AS; however, the reduction in throughput in this

SNR range is quite small compared with the performance gains of PTA at lower SNR. The

throughput gains for modes PTB and PTB-PCK over mode AS and conventional multicast

are much greater than those for mode PTA. We observe that there is a dip in the throughput

of mode PTB, and to a lesser extent, in that of mode PTA, when CENR∗ is in the range
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of 38 dB to 45 dB. Recall that the destinations in both these modes rely on the first few

overheard packets to assess the quality of the respective overhearing links from the source

and use a threshold test to decide between utilizing the relay nodes and receiving packets

directly from the source. The dips in the throughput occur for CENR∗ values at which the

destinations are more likely to make the wrong decision. This issue is discussed in more

detail later. Because mode PTB-PCK does not rely on such assessments of the overhearing

link, no dips are observed in its session throughput.

The mean destination throughput for the same strategies in the same network are

shown in Figure 6.4b. The primary difference between these curves and those for the

session throughput is that the curves for the mean destination throughput of modes PTA

and PTB do not feature any dips. This shows that the occasional inaccurate assessments of

the overhearing link has a less severe impact on the average decoding completion time at

the nodes than it has on the session completion time.

In Figure 6.5a, we plot the performance of CFC-PTA for three values of Wa, namely

25, 50, and 125. The parameter Za is set to 0.5. For comparison, the session throughput

of CFC-AS is also shown. The figure shows that a larger value of Wa results in higher

throughput for CFC-PTA. This is a consequence of the increased accuracy of the threshold

test employed by the destinations to choose between overhearing packets from the source

and utilizing the secondary relay node. Recall that each destination in mode PTA overhears

NC packets from the source until the secondary relay begins forwarding the first batch of

NC packets. The fraction of overhearing attempts that succeeded is then compared with

a threshold Za to decide whether the destination should continue to overhear or utilize the

secondary relay. The larger the value of Wa, the more overhearing attempts a destination

can make before the secondary relay begins transmitting. Consequently, the fraction of

overhearing attempts that were successful is a more reliable indicator of the quality of the

overhearing link when Wa is large.
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Figure 6.5: Throughput of CFC-PTA in the network of Figure 6.2 for different values of
Wa and Za (λ1=10 dB, λ2=20 dB, m=2.5).

Notice that all four curves in the figure meet when CENR∗ is approximately 44 dB.

This implies that, at this value of CENR∗, the same throughput is achieved regardless of

whether a destination chooses to receive packets forwarded by its secondary relay or contin-

ues to overhear packets from the source. When CENR∗ is below 44 dB, it is more beneficial

for the destinations to receive packets from their secondary relays than to overhear, whereas

above 44 dB, overhearing is preferable.

Figure 6.5b shows the performance of CFC-PTA for three values of the threshold

Za when Wa is fixed at 125. It can be seen that larger values of Za provide higher throughput

when CENR∗ is below 44 dB. As mentioned above, for CENR∗<44 dB, using secondary

relays is preferable to overhearing. The larger the value of the threshold Za, the more likely

a destination is to favor the use of the secondary relay, and hence the higher the throughput.

For CENR∗>44 dB, on the other hand, it is more beneficial to rely on overhearing. Be-

cause making Za smaller increases the likelihood of destination nodes choosing to overhear

packets instead of using their secondary relays, we observe an increase in the high-SNR
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Figure 6.6: Throughput of CFC-PTB in the network of Figure 6.3 for different values of
Wa and Za (λ1=10 dB, λ2=20 dB, m=2.5).

throughput of CFC-PTA as the value of Za is reduced.

The session throughput of CFC-PTB for three values of Wb are shown in Fig-

ure 6.6a. The threshold Zb is set to 1 for these results. As explained earlier for mode

PTA, smaller values of Wb make a destination more prone to making the wrong choice be-

tween overhearing and receiving from relays. This produces the sharp dip in the throughput

for Wb=25 when CENR∗ is about 38 dB. On the other hand, making Wb too large also re-

duces the throughput due to the reasons explained in Section 5.2 of Chapter 5. Therefore,

moderate values of Wb are more suitable for mode PTB.

Figure 6.6b shows the performance of CFC-PTA for three values of the parameter

Zb when Wb is fixed at 50. We see that Zb =1 gives the best session throughput. This is

consistent with our observation that a destination with a TBD primary and a TBD secondary

relay should choose to overhear packets only if the overhearing link is very strong.

In Figure 6.7, we plot the performance of the file-distribution strategies for the

networks of Figures 6.2 and 6.3 with λ1 =10 dB, λ2 =60 dB, and Rayleigh fading on the
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Figure 6.7: Throughput of different multicast schemes in the network of Figures 6.2 and 6.3
when none of the relay nodes need the file (λ1=10 dB, λ2=60 dB, m=1).

links. The large value of λ2 renders the links from S to the destination nodes incapable of

supporting any packet delivery; consequently, the destinations can no longer benefit from

overheard packets. Modes PTA and PTB outperform mode AS for this scenario as well,

with mode PTB providing significantly higher throughput than each of the other modes.

The scenarios that have been considered thus far are particularly suitable for modes

PTA and PTB because none of the relay nodes need the file and for each remote node, there

is at least one neighbor available to serve as a TBD secondary relay. Now we examine a

less favorable situation by assuming that nodes N1 and N2 are destinations. Thus, for both

modes PTA and PTB, some of the remote nodes are assigned secondary relays that do not

act as TBD relays. The performance of the different modes are shown in Figure 6.8. It

can be seen that the inability of the two secondary relays to forward NC packets before

decoding the file has the effect of reducing the session throughput of modes PTA and PTB

to almost the same level as that of mode CS. Recall that the session throughput depends

on the decoding-completion time for the destination that is the last to obtain the file. For
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Figure 6.8: Throughput of different multicast schemes in the network of Figures 6.2 and 6.3
when relay nodes N1 and N2 also need the file (λ1=10 dB, λ2=20 dB, m=2.5).

modes PTA and PTB, it is very likely that one of the remote nodes that have N1 or N2 as

their secondary relay will be the last node to decode the file. Because their respective relay

nodes do not send NC packets before decoding the file, these remote nodes must rely on

overhearing alone until a relay node decodes the file. Consequently, the average session

completion times for modes PTA, PTB, and AS are all approximately the same. However,

the decoding completion times for the remote nodes that have N3 and N4 as their secondary

relays are much smaller for modes PTA or PTB than for mode AS. This is reflected in the

mean destination throughput, which is higher for modes PTA and PTB than for mode AS.

As before, mode PTB provides significantly higher mean destination throughput than the

other modes.

Next, we examine the throughput of the multicast strategies averaged over random

nominal link-quality assignments. Suppose there are 20 nodes in the network in addition

to the source. The nodes are numbered N0 through N20. The nominal CENR of the link

between node Ni and node N j, where 0≤ i≤20 and 0≤ j≤20, is given by CENR∗+Λi, j,
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Figure 6.9: Throughput of different multicast schemes averaged over randomly generated
network topologies with 20 nodes, out of which 5 are destinations (λ =10 dB, m=2.5).

where CENR∗ is fixed and Λi, j is a random offset. At the beginning of each session, Λi, j is

picked uniformly at random from the interval [−λ ,λ ] for some λ >0. Then 5 of the nodes

are chosen uniformly at random to be destination nodes. The primary and secondary relays

are also assigned at the beginning of each session according to the relay-selection algorithm

described in Appendix D. The offsets Λi, j remain fixed throughout the session. The session

throughput and the mean destination throughput of CFC-PTA, CFC-PTB, and CFC-AS are

shown in Figure 6.9 for λ =10 dB. We observe that, when CENR∗ is between 10 dB and

25 dB, CFC-PTB outperforms CFC-PTA, which in turn provides higher throughput than

CFC-AS.
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Chapter 7

Analytical Upper Bounds for Four-Node

Networks

In this chapter, we outline an approach to deriving analytical upper bounds on the

session throughput of file distribution in half-duplex packet radio networks. We illustrate

our approach for three networks, each comprising four nodes. The first is a broadcast

network in which one node wants to transfer a file to each of the three other nodes. In the

second network, a node tries to deliver a file to two of the other nodes. The third network

is a two-hop relay network with one destination node. We evaluate the bounds for links

modeled by two-state Markov chains. The bounds are then compared with the simulated

throughput of CFC-based file distribution in the same networks.

To simplify the analysis, we restrict attention to systems in which the same channel

code and modulation format are used for all transmissions. For such systems, all channel

packets are of equal duration and the expression for the session throughput given by (3.2)

in Chapter 3 is equivalent to

S̄ =
ρK
Ns

, (7.1)
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where ρ is the information rate of the code-modulation combination in bits per modulation

chip, K is the number of packets in the file, Ns is the session completion time expressed

in terms of the number of channel-packet durations, and Ns denotes the expected value of

Ns. Unlike in the rest of the dissertation, here we use the duration of one channel packet as

the time unit, rather than the duration of one modulation chip. In (7.1), we have assumed

that each destination in the network has at least one path from the source that is capable

of transferring packets (such a path may be either a direct link from the source to the

destination or a concatenation of links) and that a session ends only when all destinations

obtain the file. If at least one destination has no path from the source, the session fails and

the session throughput is trivially zero.

We utilize the concept of capacity-achieving codes (CAC) [25] in our analysis. Let

C be the modulation-constrained AWGN channel capacity for the modulation format used

for packet transmissions. A capacity-achieving code of rate r for the system is defined to be

a binary channel code whose block error probability is Pe=0 if r<C and Pe=1 otherwise.

The capacity C is a function of the SNR; therefore, the inequality r<C is equivalent to an

inequality between CENR and the capacity limit Γ, where Γ is the greatest lower bound on

the values of CENR for which r<C.

Our approach is as follows: Given a strategy for file distribution, we obtain the

probability mass function for the session completion time NS for a hypothetical session in

which (a) a recipient obtains a copy of the complete file as soon as it recovers a total of

K channel packets and (b) a capacity achieving code is used for each transmission. We

use the probability mass function for NS to obtain NS, which gives a lower bound on the

average session completion time for the given strategy. We then use the value of NS in (7.1)

to obtain an upper bound on the session throughput.

Note that criterion (a) does not specify whether a channel packet conveys one infor-

mation packet, as in ARQ, or a combination of information packets, as in network coding.
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In fact, neither ARQ nor network coding is guaranteed to meet this criterion. For ARQ, it

is not possible to meet criterion (a) when a sender transmits packets to multiple recipients

and different packets are erased at different recipients. For network coding, criterion (a)

is violated whenever a sender produces a non-innovative packet. By employing criterion

(a), we ensure that the resulting bounds provide an upper limit on the throughput of any

file-delivery mechanism, including network-coding and ARQ.

In Section 7.1, we derive expressions for the probability mass function for the ses-

sion completion times of three file-distribution strategies. The expressions are evaluated

and the resulting bounds are compared with the throughput of network-coded file transfer

in Section 7.2.

7.1 Analysis of the Session Completion Time

In each of the four-node networks, the nodes are numbered N0 through N3. In the

analysis below, Ti, j(k) denotes the number of packets node Ni must transmit to node N j

until the latter is able to recover k packets. Because packet erasures on a link are random,

Ti, j(k) is a random variable whose probability distribution depends on the distribution of the

packet erasures on the link. We use another random variable Ri, j(n) to denote the number

of packets recovered by N j when Ni makes n transmissions.

7.1.1 Broadcast File Distribution

Consider the network of Figure 7.1 and suppose that node N0 wants to transfer a file

of K information packets to nodes N1, N2, and N3. The expression next to each link in the

figure denotes the nominal CENR of the link. Our objective is to find an upper bound on

the session throughput of a class of broadcast file-distribution techniques in which nodes

behave in the following manner:
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Figure 7.1: A broadcast network with one source (N0) and three destinations (N1, N2, and
N3).

1. Whenever a node in the network obtains the file, it offers to become an intermediate

source for its neighbors.

2. If a recipient has multiple neighbors willing to become intermediate sources, it chooses

to receive from the neighbor from which it has the incoming link with the best nom-

inal SNR.

Note that mode AS of network-coded broadcast described in Chapter 4 belongs

to this class of broadcast file distributions. Therefore, an upper bound obtained for such

broadcast can be used as a benchmark in the evaluation of CFC-AS or RLNC-AS. Further-

more, because our numerical results illustrate that mode AS of network-coded broadcast

outperforms modes NS, TS, and CS, the bound is helpful in the evaluation of the latter three

modes as well.

The session begins when node N0 starts broadcasting packets to all three destina-

tions. As the session progresses, one of five possible scenarios is encountered: (1) Node N1
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obtains the file first and starts sending packets to nodes N2 and N3. The first among N2 and

N3 to obtain the file sends the remainder of the file to the other node. (2) N2 obtains the file

first and then sends packets to N1 and N3. If N3 obtains the file before N1 is able to do so,

then N3 starts sending packets to node N1. Otherwise, N2 keeps transmitting until both N1

and N3 get the file, (3) N1 and N2 obtain the file at the same time. Then N2 starts sending

packets to N3. (4) N3 obtains the file first and then sends packets to N1 and N2 until both

nodes obtain the file. (5) All three destinations obtain the file at the same time.

The probability mass function for the session completion time NS can be written as

P(NS = n) =
5

∑
i=1

Pi(n), (7.2)

where Pi(n) the probability that the ith scenario above is encountered and a total of n time

units elapse from the beginning of the session until its completion. The expression for

P1(n) is given by

P1(n) =
n

∑
n1=K

K−1

∑
k1=0

K−1

∑
k2=0

P [T0,1(K) = n1,R0,2(n1) = k1,R0,3(n1) = k2]

×
{ n−n1

∑
n2=K−k1

K−k2−1

∑
k3=0

P[T1,2(K − k1) = n2,R1,3(n2) = k3,

T2,3(K − k2 − k3) = n−n1 −n2]

+
n−n1

∑
n3=K−k2

K−k1−1

∑
k4=0

P[T1,3(K − k2) = n3,R1,2(n3) = k4,

T3,2(K − k1 − k4) = n−n1 −n3]

+P [T1,2(K − k1) = n−n1,T1,3(K − k2) = n−n1]
}
. (7.3)

The term P [T0,1(K) = n1,R0,2(n1) = k1,R0,3(n1) = k2] immediately following the triple

summation is the probability that it takes n1 packet transmissions by N0 to deliver the
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file to N1 while N2 and N3 recover k1 and k2 of those transmissions, respectively. The three

terms inside the curly braces are for the three situations that can occur after N1 becomes

the relay node and starts sending packets to N2 and N3. The first double summation is for

the situation in which N2 receives the file after N1 makes n2 transmissions, N3 recovers k3

packets from N1 in the meantime, and receives the remaining packets from N2. The second

double summation is for the event that N3 obtains the file from N1 before N2 is able to do

so and then sends packets to N2. The third term inside the braces is for the situation in

which N1 delivers the file to N2 and N3 at precisely the same time.

Because the links in the network are statistically independent, each joint probability

in (7.3) can be written as a product of individual probabilities. Therefore, we rewrite (7.3)

as follows:

P1(n) =
n

∑
n1=K

K−1

∑
k1=0

K−1

∑
k2=0

P [T0,1(K) = n1]P [R0,2(n1) = k1]P [R0,3(n1) = k2]

×
( n−n1

∑
n2=K−k1

K−k2−1

∑
k3=0

{
P [T1,2(K − k1) = n2]P [R1,3(n2) = k3]

×P [T2,3(K − k2 − k3) = n−n1 −n2]
}

+
n−n1

∑
n3=K−k2

K−k1−1

∑
k4=0

{
P [T1,3(K − k2) = n3]P [R1,2(n3) = k4]

×P [T3,2(K − k1 − k4) = n−n1 −n3]
}

+P [T1,2(K − k1) = n−n1]P [T1,3(K − k2) = n−n1]
)
. (7.4)

Proceeding in a similar manner, we obtain the following expressions for P2(n)
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through P5(n):

P2(n) =
n

∑
n1=K

K−1

∑
k1=0

K−1

∑
k2=0

P [T0,2(K) = n1]P [R0,1(n1) = k1]P [R0,3(n1) = k2]

×
{ n−n1

∑
n2=K−k2

K−k1−1

∑
k3=0

P [T2,3(K − k2) = n2]P [R2,1(n2) = k3]

×P [T3,1(K − k1 − k3) = n−n1 −n2]

+P [T2,1(K − k1)≤n−n1]P [T2,3(K − k2) = n−n1]
}
. (7.5)

P3(n) =
n

∑
n1=K

K−1

∑
k1=0

P [T0,1(K) = n1]P [T0,2(K) = n1]P [R0,3(n1) = k1]

×P [T2,3(K − k1) = n−n1] . (7.6)

P4(n) =
n

∑
n1=K

K−1

∑
k1=0

K−1

∑
k2=0

P [T0,3(K) = n1]P [R0,1(n1) = k1]P [R0,2(n1) = k2]

×P [max{T3,1(K − k1),T3,2(K − k2)}= n−n1] . (7.7)

P5(n) = P [T0,1(K) = n]P [T0,2(K) = n]P [T0,3(K) = n] . (7.8)

7.1.2 Multicast File Distribution via Relay Nodes

Consider the network of Figure 7.2 and suppose that node N0 wants to transfer a file

of K information packets to nodes N1 and N2. There is no usable direct link between N0 and
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Figure 7.2: A multicast network in which source node N0 wants to transfer a file to nodes
N1 and N2.

N2, but N1 can obtain the file from N0 and then forward the file to N2. Node N3 does not

need the file but is willing to forward packets from N0 to N2. The session begins when N0

starts sending packets to N1. Node N3 also tries to receive the packets transmitted by N0.

After recovering W packets, N3 forwards the packets to N2 and returns to the receive mode

until it obtains another W packets. The process continues until N1 obtains the file, instructs

N0 to cease transmission, and begins sending packets to N2. The session concludes when

N2 obtains all packets in the file.

The strategy described above represents a class of multicast file-distribution tech-

niques that includes mode PTA of network-coded multicast given in Chapter 6. Therefore,

an upper bound on the session throughput for this class of multicast techniques can be used

as a performance benchmark in the evaluation of CFC-PTA or RLNC-PTA.
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The probability mass function for the session completion time NS is given by

P(NS = n) =
n

∑
ñ=K

K

∑̃
k=0

P
[
T0,1(K) = ñ,Z3,2(ñ) = k̃,T1,2(K − k̃) = n− ñ

]
=

n

∑
ñ=K

K

∑̃
k=0

P [T0,1(K) = ñ]P
[
Z3,2(ñ) = k̃

]
P
[
T1,2(K − k̃) = n− ñ

]
(7.9)

for n≥K, where Z3,2(ñ) is the number of packets delivered to N2 by N3 over a span of ñ

time units. The summand is the probability that node N0 takes ñ time units to deliver the

file to N1, node N3 delivers k̃ packets to N2 during that time, and then N1 takes n−ñ times

units to deliver the remaining K−k̃ packets from the file to N2. The summation is over all

possible choices for ñ and k̃. We have exploited the statistical independence of the links in

going from the first line to the second in (7.9). The probability mass function for Z3,2(ñ) is

given by

P
[
Z3,2(ñ) = k̃

]
= ∑

(n,k)

p

∏
i=1

P [T0,3(W ) = ni]P[R3,2(min{W, ñ− (i−1)W −
i

∑
j=1

n j}) = ki]

+ ∑
(n̂,k̂)

{
q−1

∏
i=1

P [T0,3(W ) = n̂i]P
[
R3,2(W ) = k̂i

]
}P

[
T0,3(W )> n̂q

]
, (7.10)

where the summations are over all possible vectors (n,k)=(n1,k1,n2,k2, . . . ,np,kp) and

(n̂, k̂)=(n̂1, k̂1, n̂2, k̂2, . . . , n̂q, k̂q) for p,q>0 that satisfy the following constraints:

ni, n̂i ≥W, ñ− pW ≤
p

∑
i=0

ni ≤ ñ− (p−1)W,
p

∑
i=0

ki =
q

∑
i=0

k̂i = k̃, k̂q = 0,

q

∑
i=0

n̂i = ñ− (q−1)W, 0 ≤ ki ≤ min{W, ñ− (i−1)W −
i

∑
j=1

n j}.

Each value of i in (7.10) represents a round that involves the recovery of W packets
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by N3 from N0 in ni time units and the subsequent forwarding of those W packets by N3 to

N2, of which ki are recovered by the latter. The first summation is for those events in which

the last round ends (i.e., N1 instructs N3 to stop forwarding) while N3 is in the process of

sending packets to N2. The term min{W, ñ−(i−1)W−∑i
j=1 n j} inside the first summation

accounts for the fact that, in the last round, there may not be enough time for N3 to forward

all W packets before N1 starts transmitting. The second summation is for those events in

which the last round ends while N3 is in the process of receiving packets from N0. When q

is 1, the product term inside the curly braces must be interpreted as 1.

Valid choices for (n,k) and (n̂, k̂) include vectors of different lengths, i.e., the val-

ues of p and q are not necessarily the same for all (n,k) and (n̂, k̂) that satisfy the con-

straints above. However, p and q cannot exceed ñ/2W , which is the maximum number of

rounds possible over a span of ñ time units.

7.1.3 Two-Hop Relay Network

In the two-hop relay network of Figure 7.3, node N0 wants to transfer a file of K

information packets to node N3 but the direct link between the two nodes is too poor to

support packet delivery. Therefore, nodes N1 and N2, which do not need the file them-

selves, serve as relay nodes. N0 begins the session by sending packets to N1. When N1

recovers W packets, it forwards those packets to N3 by making W transmissions. When N1

is transmitting to N3, N2 receives packets from node N0. After forwarding W packets, N1

returns to the receive mode while N2 begins forwarding to N3 the packets it recovered from

N0. The relays continue to alternate between receiving and transmitting until either N3 or

N1 obtains the complete file. If N3 obtains the file first, then the session ends. If N1 obtains

the file before N3, then N1 instructs N0 and N2 to stop transmitting, begins sending packets

to N3, and stops when N3 receives the file.
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Figure 7.3: A two-hop relay network in which node N0 wants to transfer a file to N3 but
does not have a direct link to it.

The strategy described above represents a class of file-distribution techniques that

includes mode-DR of network-coded fie transfer in a two-hop relay network with one desti-

nation node. Hence, an upper bound for this class of methods can be used as a performance

benchmark for CFC-DR or RLNC-DR. Because our numerical results showed that mode

DR of network-coded file delivery outperforms mode LM, the results can also be used in

the bounding of CFC-LM or RLNC-LM.

To simplify the analysis, we assume that K is an integer multiple of W . We describe

the file transfer in terms of phases. In phase 1, node N0 delivers W packets to node N1 by

making m1 transmissions. Node N2 stays idle during phase 1. During phase 2, N1 sends W

packets to N3, of which k1 are correctly delivered. In the meantime, N2 recovers j1 out of

the W packets transmitted by N0. In phase 3, N1 recovers W packets from N0 after the latter

makes m2 transmissions. In the meantime, N2 transmits j1 packets to N3, of which l1 are

correctly decoded. Proceeding in this manner, we observe that the shortest possible session

concludes at the end of phase K/W+1. We also notice that if the session concludes before

or exactly at the end of phase 2K/W−1, then N1 does not get an opportunity to receive the
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complete file and become the sole transmitter for the remainder of the session. Otherwise,

the session enters phase 2K/W , in which N1 instructs N0 and N2 to cease transmission and

then sends packets to N3 until N3 obtains the complete file.

The probability mass function for the session completion time can be written as

P(NS = n) = Po(n)+Pe(n)+Pd(n). (7.11)

The term Po(n) in (7.11) is the probability that the session ends during an odd-

numbered phase (i.e., a phase in which N2 transmits to N3) and n time units elapse from

the beginning of the session until its completion. Po(n) can be written as

Po(n) = ∑
(j,k,l,m)

p

∏
i=1

{
P [T0,1(W ) = mi]P [R2,3( ji−1) = li]P [R1,3(W ) = ki]P [R0,2(W ) = ji]

}
×P[R2,3(n− pW −

p

∑
r=1

mr) = K −
p

∑
r=1

(lr + kr)], (7.12)

where the summation is over all (j,k, l,m)=( j1, . . . , jp,k1 . . . ,kp, l1, . . . , lp,m1, . . . ,mp) that

satisfy the following constraints:

ji≤W , ki≤W , li≤ ji−1, mi≥W , and 0<K−∑p
r=1(lr+kr)≤n−pW−∑p

r=1 mr≤ jp−1.

Not all valid choices for the vector (j,k, l,m) have the same length; however,

they must satisfy K/2W ≤ p<K/W . In evaluating (7.12), we use j0 = 0 and interpret

P(R2,3(0)= li) to be 1 for li=0, and 0 otherwise.

The term Pe(n) in (7.11) is the probability that the session ends during an even-

numbered phase (i.e., a phase in which N1 transmits to N3) but before phase 2K/W and n

time units elapse from the beginning of the session until its completion. We can express
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Pe(n) as

Pe(n) = ∑
(j,k,l,m)

p−1

∏
i=1

{
P [T0,1(W ) = mi]P [R2,3( ji−1) = li]

×P [R1,3(W ) = ki]P [R0,2(W ) = ji]
}

×P
[
R2,3( jp−1) = lp

]
P [T0,1(W ) = mp]

×P[R1,3(n− (p−1)W −
p

∑
r=1

mr) = K −
p−1

∑
r=1

(lr + kr)− lp], (7.13)

where the first four constraints on (j,k, l,m) are the same as those for (7.12) and the fifth

constraint is 0<K−∑p−1
r=1 (lr+kr)−lp ≤ n−(p−1)W−∑p

r=1 mr ≤W.

The term Pd(n) in (7.11) is the probability that N1 obtains the file before N3 obtains

it, the session enters phase 2K/W , and n time units elapse since the beginning of the session

until its completion. The expression for Pd(n) is

Pd(n) = ∑
(j,k,l,m)

K/W−1

∏
i=1

{P [T0,1(W ) = mi]P [R2,3( ji−1) = li]

×P [R1,3(W ) = ki]P [R0,2(W ) = ji]}

×P
[
R2,3( jK/W−1) = lK/W

]
P
[
T0,1(W ) = mK/W

]
×P[T1,3(K −

K/W−1

∑
r=1

(lr + kr)− lK/W ) = n−K +W −
K/W

∑
r=1

mr].

(7.14)

Again, the first four constraints are the same as those for (7.12) and (7.13). The fifth

constraint is 0<K −∑K/W−1
r=1 (lr+kr)−lK/W ≤ n−K+W−∑K/W

r=1 mr.
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7.2 Evaluation of the Bounds

To compute the bounds, we first evaluate the appropriate expression for P(NS=n)

from Section 7.1.3, obtain the average session completion time NS, and then substitute the

value of NS in (7.1). The probability mass functions for Ri, j(n) and Ti, j(k), which are re-

quired in the evaluation of P(NS=n), depend on the statistical characteristic of the link

between the nodes. For static AWGN links, packet erasures are independent Bernoulli

events. Consequently, Ri, j(n) and Ti, j(k) have the well-known binomial and negative bino-

mial distributions, respectively, and it is straightforward to compute P(NS=n).

If, on the other hand, the links have correlated block fading or shadowing in addition

to thermal noise, packet erasures on a link are correlated and the evaluation of P(NS=n) is

difficult in general. But the situation is relatively easy to handle for a network in which the

time-varying propagation loss can be modeled by a two-state Markov chain and a capacity-

achieving channel code is used for each packet transmission. The probability mass function

for Ti, j(k) for the link between node i and node j in such a network is given by [26]

P
[
Ti, j(k) = n

]
= p̃−1

i, j (li, j − pi, j)q̃n−2k+1
i, j

×
k−1

∑
s=0

(
k−1

s

)(
s+n− k−1

n− k

)
(p̃i jqi, j)

s(pi, j −qi, j)
k−s−1

+ p̃−1
i j l̃i jq̃n−2k

i j

k

∑
s=0

(
k
s

)(
s+n− k−1

n− k

)
(p̃i jqi, j)

s(pi, j −qi, j)
k−s

(7.15)

for n≥ k, where li, j is the probability that the first packet transmitted on the link is suc-

cessfully decoded, pi, j is the probability that decoding of a packet succeeds given that the
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previous packet was successfully decoded, and qi, j is the probability that decoding of a

packet succeeds given that the previous packet was erased. Also, l̃i, j=1−li, j, p̃i, j=1−pi, j,

and q̃i, j=1−qi, j. The probability mass function for Ri, j(n) is given by

P
[
Ri, j(n) = k

]
= P

[
Ti, j(k)≤ n

]
−P

[
Ti, j(k+1)≤ n

]
. (7.16)

The probabilities li, j, pi, j, and qi, j can be determined from the capacity limit Γ for

the code-modulation combination used, the nominal CENR of the link from node i to node

j, the transition probabilities of the two-state Markov chain that models the link, and the

channel gains associated with the states of the Markov chain. Let CENR∗
i, j be the nominal

CENR of the link from node i to node j and let the channel gains associated with the two

states, numbered 0 and 1, be η0 and η1, respectively, where η0 <η1. If CENR∗
i, j+η0<Γ

and CENR∗
i, j+η1≥Γ, then a packet transmitted by node i is recovered by node j if the link

between the nodes is in state 1, and is erased otherwise. Assuming that the Markov chain is

in steady state, li, j=π(1), pi, j= p′(1|1), and qi, j= p′(1|0), where π(s) denotes the steady-

state probability of state s and p′(ŝ|s) is the probability of a transition from state s to state

ŝ in one step. If CENR∗
i, j+ηs≥Γ for both s=0 and s=1, then packet erasures never occur

on the link. For such links, P
[
Ti, j(k)=n

]
=P

[
Ri, j(n)=k

]
=1 for n=k, and 0 otherwise. If

CENR∗
i, j+ηs<Γ for both s=0 and s=1, then all packets transmitted on the link are erased.

For such links, P
[
Ri, j(n)=k

]
=1 for k=0, and 0 otherwise. The probability P

[
Ti, j(k)=n

]
is undefined in this case and can be handled by letting P

[
Ti, j(k)=n

]
=0 for all finite, non-

zero values of k and n in the analysis.

For all results in this section, we consider a file consisting of 100 information pack-

ets of 3249 bits each and assume that a channel code of rate 0.793 is used along with

QPSK modulation. The capacity limit for this combination is 4 dB. The two-state Markov

chain that models the propagation loss has parameters p′(0|1) = 0.002, p′(1|0) = 0.01,
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Figure 7.4: Comparison of the session throughput of CFC-AS in the network of Figure 7.1
with the upper bound.

π(0)≈ 0.167, π(1)≈ 0.833, η0=−10 dB, and η1=0 dB.

Figure 7.4 shows the upper bound obtained for broadcast file distribution in the

network of Figure 7.1 using the method of Section 7.1.1. The bound is compared with the

simulated throughput of file transfer in the same network when mode AS of CFC-based

broadcast described in Chapter 4 is employed. A TPC of rate 0.793 along with QPSK

is used for transmissions in CFC-AS. We observe that fountain-coded broadcast lags the

upper bound by less than a dB. Two factors contribute to this difference: the excess packets

required for fountain decoding and the suboptimality of the TPC relative to the hypothetical

CAC that is used in the evaluation of the bound. Figure 7.4 also shows the simulated

throughput of CFC-AS when a CAC of rate 0.793 along with QPSK modulation is used

for transmissions. It can be seen that the throughput of CFC-AS when the CAC is used for

transmissions is virtually identical to the upper bound. This implies that the gap between

the upper bound and the throughput of CFC-AS with the TPC is almost entirely due to the

difference between the performance of the CAC and the TPC.
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Figure 7.5: Comparison of the session throughput of CFC-PTA in the network of Figure 7.2
with the upper bound.

In Figure 7.5, we plot the upper bound obtained for multicast file distribution in

the network of Figure 7.2 using the method given in Section 7.1.2. The parameter W is

set to 25. The bound is compared with the throughput of CFC-PTA from Chapter 6 with

Wa=W , node N1 as the primary relay, and node N3 as the secondary relay. Note that, for

this network, operation of mode PTB is also the same as that of mode PTA. Because N1 is

a destination, it acts as a TAD relay and sends packets only after it has obtained the file.

Only N3 is available to forward batches of packets from node N0 to N2 before receiving the

complete file. We observe from Figure 7.5 that the throughput of CFC-PTA when a CAC

of rate 0.793 is used along with QPSK for transmissions is very close to the upper bound.

The throughput of CFC-PTA when the CAC is replaced by a TPC of the same rate is within

0.7 dB of the upper bound.

Figure 7.6 shows the upper bound obtained for the two-hop relay network of Fig-

ure 7.3 using the method of Section 7.1.3 with W =25. The bound is compared with the

throughput of the CFC-DR strategy from Chapter 5 that employs the same value of W and
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Figure 7.6: Comparison of the session throughput of CFC-DR in the network of Figure 7.3
with the upper bound.

designates N1 as the primary relay and N2 as the secondary relay. Note that the throughput

of CFC-DR is also the throughput of CFC-PTB because the two methods operate identi-

cally for this network. As before, the throughput of CFC-DR when a CAC of rate 0.793 is

used along with QPSK for transmissions is almost indistinguishable from the upper bound.

The throughput of CFC-DR with a TPC of the same rate is within 0.7 dB of the bound.
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Chapter 8

Conclusion

Network coding can greatly improve the throughput of file distribution in ad hoc

packet radio networks. We described and evaluated strategies for network-coded broad-

cast and multicast distribution of files in networks of half-duplex nodes. In our methods,

nodes exploit the broadcast nature of the wireless medium by opportunistically listening

to transmissions made by senders other than their designated relays, multiple relay nodes

cooperate to deliver files to one or more destinations, and duplicate packets are either com-

pletely avoided or rarely produced.

Our techniques can be implemented using either fountain coding or random linear

network coding. For fountain-coded file delivery, we introduced the concept of contin-

ued fountain coding, a mechanism which ensures that duplicate fountain-coded packets are

never generated by a relay node that applies fountain coding to a decoded file. A relay node

that applies random linear network coding to a file, on the other hand, rarely produces du-

plicate packets even when no special measures are employed. With either form of network

coding, our strategies significantly outperform conventional file-transfer schemes that use

ARQ for retransmissions.

We showed that fountain coding provides slightly higher throughput than random
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linear network coding. Two factors contribute to this difference in throughput. First, ran-

dom linear network coding incurs some overhead because it requires each transmitted

packet to include an encoding vector, which conveys the identities of the constituent in-

formation packets to the recipient. Secondly, random linear network coding divides the file

into generations to reduce the computational complexity at the cost of an increased number

of excess packets. For fountain coding, it suffices to include only a sequence number in

each transmitted packet instead of appending an encoding vector. Also, the availability of

lower-complexity decoding techniques for fountain coding means that a file of moderate

size need not be divided into generations.

We derived analytical upper bounds on the session throughput of file transfers in

networks consisting of four half-duplex nodes. We evaluated the bounds for networks in

which the links experience time-varying propagation loss modeled by a two-state Markov

chain. Our suggested methods for network-coded file distribution were found to perform

very close to the bounds.
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Appendix A List of Abbreviations

The following is a list of abbreviations used in the dissertation, grouped according

to the context in which they appear:

� Network coding

◦ FC: Fountain coding

◦ CFC: Continued fountain coding

◦ RLNC: Random linear network coding

◦ NC packet: Network-coded packet

� Modes of operation and relay functionality

◦ Broadcast networks

• NS: No secondary

• TS: Temporary secondary

• CS: Choose secondary

• AS: All secondary

◦ Two-hop relay networks

• LM: Low memory

• DR: Network decoding at relays

• FR: Forwarding by relays

• NR: Network coding at relays

◦ General multicast networks

• TAD: Transmit after decoding the file
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• TBD: Transmit before decoding the file

• PTA: Primary relays operate in the TAD mode

• PTB: Primary relays operate in the TBD mode

• PTB-PCK: Mode PTB with perfect channel knowledge

� Generation selection for RLNC

◦ RS: Random selection

◦ ID: Increment after decoding

◦ RR: Round robin

� Modulation formats

◦ BOK: Biorthogonal key

◦ BPSK: Binary phase-shift key

◦ QPSK: Quadriphase shift key

◦ QAM: Quadrature amplitude modulation

� Other abbreviations

◦ AMCC: Adaptive modulation and channel coding

◦ ARQ: Automatic repeat request

◦ AWGN: Additive white Gaussian noise

◦ CAC: Capacity-achieving code

◦ CENR: Chip-energy-to-noise-density ratio

◦ DRR: Data-recovery rate

◦ ETX: Expected transmission count
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◦ Max-DRR: Maximum data-recovery rate

◦ Min-index: Minimum suggested index

◦ SDRR: Single-transmission data-recovery rate

◦ SNR: Signal-to-noise ratio

◦ TPC: Turbo product code
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Appendix B Probabilistic Model for the Raptor Decoder

We employ a probabilistic model derived from the results in [4] to simulate the

decoding of the raptor code. In [4], it is given that if raptor coding is applied to a file

of K information packets and if j raptor-coded packets are available at the input of the

decoder, then the probability that raptor decoding fails (i.e., the probability that the number

of innovative packets is less than K) can be approximated by

β [ j,K]≈

 1, j < K,

0.85(0.567) j−K, j≥K.
(B.1)

In our implementation, the recipient tries to decode the raptor code as soon as it recovers the

Kth packet and continues to do so for each newly recovered packet until decoding succeeds.

Therefore, we are interested in the probability that fountain decoding fails after recovering

the ith fountain-coded packet (i≥K) given that it has failed for each of the previously

recovered packets. Let this probability be denoted by Pf [i,K]. It follows from (B.1) that

Pf [i,K]≈ 0.85 for i=K. For i>K, a straightforward application of Bayes’ rule gives

Pf [i,K]≈ β [i,K]

β [i−1,K]

=
0.85(0.567)i−K

0.85(0.567)i−K−1

= 0.567. (B.2)

Therefore, the probability that fountain decoding succeeds upon the recovery of the ith

fountain-coded packet (i≥K) after having failed for each of the previously received pack-

ets can be expressed as
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Figure B.1: A three-node network.

Ps[i,K] = 1−Pf [i,K]

≈

 0.15, i = K,

0.433, i > K.
(B.3)

Because we employ a systematic raptor code, decoding succeeds with probability 1

if the recipient is able to recover each of the fountain-coded packets with sequence numbers

0 through K−1. Otherwise, after the recipient recovers the ith NC packet (i≥K), our

simulation draws a Bernoulli random variable X such that P(X =1)=Ps[i,K]. The raptor-

decoding attempt is declared a success if X =1. Otherwise, a decoding failure occurs and

the recipient waits to recover another NC packet before trying to decode the file again.

To verify the accuracy of the approximation, we simulate a CFC-based broadcast

session in the network of Figure B.1. Node S has a file consisting of 500 information

packets that must be transferred to nodes A and B. Each link in the network experiences

Rayleigh fading. The nominal CENR of the links S–A and A–B is CENR∗ whereas that

nominal CENR of the link S–B is CENR∗−10 dB. Node A acts as a relay between S

and B; however, B tries to overhear the channel packets that S sends to A. When A is

able to decode the file, it instructs S to cease transmissions, applies continued fountain

coding to the information packets, and starts transmitting fountain-coded packets to B. In
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Figure B.2: Comparison of Gaussian-elimination decoding and the probabilistic decoding
model for CFC-based broadcast.

Figure B.2, we compare the numerical results obtained by using the probabilistic model for

raptor decoding with the results obtained when the raptor code is decoded using Gaussian

elimination. All transmissions use a turbo product code of rate 0.472 as the channel code

and the channel packets are modulated using QPSK. We observe that the two curves are

almost indistinguishable, which demonstrates the accuracy of the probabilistic model.
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Appendix C Adaptive Modulation and Channel Coding

To combat the effects of time-varying propagation loss on the links, a sender may

adapt the modulation format and the channel-coding rate from one channel packet to the

next by means of an adaptive modulation and channel coding (AMCC) protocol. Let

B={B( j) : 1≤ j≤N} be the set of code-modulation combinations available for use and

suppose that the elements of B are indexed in order of increasing information rate, where

the information rate ρ( j) for combination B( j) is defined as the number of information bits

per modulation chip when that combination is used. When the radio receiver at a recipient

demodulates and decodes a channel packet, it calculates a statistic referred to as the error

count. The error count is the number of binary symbol errors obtained when hard deci-

sions are made at the output of the demodulator. Many iterative decoder modules provide

the value of the error count along with the decoded information bits. If the decoder does

not provide this information, the error count can be computed by encoding the decoded

word with the same channel code that was used for transmission and then comparing the

resulting codeword bit-by-bit with the hard-decision demodulator output. The number of

bits that do not match is the error count. Next, an interval test is applied to the error count

to obtain a suggested index, which is the index of the code-modulation combination the

recipient would like for the sender to use for the next transmission. If the received packet

used combination B( j) and the error count is in the interval I j(l), then B(l) is the recipi-

ent’s suggested index for the next packet. The intervals are given by I j(l)=[γ j,l,γ j,l−1) for

j=1, . . . ,N and 1≤ l≤N.

The recipient conveys the suggested index to the sender by including it in a feedback

message. For unicast transmissions in our network-coded file distributions, a recipient may

either report its suggested index after every packet or it may report the index after every

vth packet (v> 1) to restrict the number of feedback messages from growing very large.
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The sender stores the most recent suggested index provided by the recipient and uses the

code-modulation combination with that index for transmitting channel packets until a new

suggested index arrives. As shown in [27], only a small reduction in throughput is incurred

if the recipient provides intermittent feedback with v=10 instead of sending feedback for

every recovered packet.

The error count, and consequently the suggested index, can be obtained only if a

packet is decoded correctly. If a packet fails to decode, resulting in a lack of acknowledge-

ment or a negative acknowledgment from the recipient, the sender lowers the recipient’s

suggested index by one for the next packet. However, if the failed packet was transmitted

using the lowest-rate combination (i.e., the recipient’s most recent suggested index was 1),

then no change is made.

For network-coded multicast transmissions, the AMCC protocol employs a round-

robin reporting strategy [5] which ensures that at most one recipient sends a feedback mes-

sage in response to a transmitted channel packet. In the header of each transmitted packet,

the sender specifies which recipient should send feedback for that packet. Recipients are

chosen in a round-robin fashion. The sender maintains a table that stores the most recent

suggested index from each recipient.

The maximum data-recovery rate (max-DRR) criterion [5] is used to select a combi-

nation for the next packet based on the entries in the table. The objective of the max-DRR

criterion is to maximize the single-transmission data recovery rate (SDRR) for the next

packet. The SDRR is the ratio of the number of information bits recovered from a packet

by all recipients combined to the number of time units required to transmit that packet.

Therefore, if D destinations are able to decode a packet that uses combination B j, then the

SDRR for that packet is ρ jD.

Let Ĩr be the most recent suggested index received from destination r. The Max-

DRR protocol expects that the destination will be able to decode any channel packet that
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uses a code-modulation combination whose index does not exceed Ĩr. Thus, the number of

destinations that can decode a channel packet with combination B( j) is W ( j)= |{r : Ĩr < j}|.

Hence, the expected SDRR for combination B( j) is R( j)=ρ( j)W ( j). The max-DRR pro-

tocol chooses combination B(m) for the next packet if

R(m) = max{R( j) : 1 ≤ j ≤ N}. (C.1)

In more than one combination achieves the maximum, than the combination with the high-

est information rate ρ( j) is chosen.

When ARQ is employed instead of network coding, the recipient must acknowledge

each received packet. Therefore, we assume that a recipient of ARQ-based transmissions

reports its suggested index to the sender after every received packet by including the in-

dex in the acknowledgement message. Even for ARQ-based multicast transmissions, each

recipient acknowledges every received packet and sends the suggested index along with

the acknowledgement. Adaptation is performed using the min-index criterion [5], in which

the index for the code-modulation combination for the next packet is the smallest of the

suggested indexes. A combination with a smaller index has a lower rate and a higher prob-

ability of packet recovery; therefore, min-index reduces the probability that the packet will

have to be retransmitted.

The AMCC protocol in our simulations employs the set of 13 code-modulation

combinations listed in Table 1. The modulation formats are 64-biorthogonal key (64-BOK),

binary phase-shift key (BPSK), quadriphase shift key (QPSK), and 16-quadrature ampli-

tude modulation (16-QAM). The set of channel codes for the AMCC protocol consists of

five turbo product codes [23] of rates 0.260, 0.346, 0.472, 0.620, and 0.766. The interval

endpoints used by the AMCC protocol to choose a suggested index for the next packet are

listed in Table 2. Notice that only a subset of the possible 20 code-modulation combinations
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Table 1: Code-Modulation Combinations

j Modulation Code rate
1 64-BOK 0.260
2 64-BOK 0.472
3 64-BOK 0.766
4 BPSK 0.260
5 BPSK 0.346
6 QPSK 0.260
7 QPSK 0.346
8 QPSK 0.472
9 QPSK 0.620
10 QPSK 0.766
11 16-QAM 0.472
12 16-QAM 0.620
13 16-QAM 0.766

are used for transmissions. Our approach to choosing an appropriate subset is described

in [25]. The selection criterion is based on the single-packet throughput of a combination

on a static AWGN channel. The single-packet throughput for code-modulation combina-

tion B( j) is given by Sp( j)=ρ( j)Pc( j), where Pc( j) is the probability that the packet using

combination B( j) is decoded correctly. For a given set of code-modulation combinations,

some combinations may not provide higher single-packet throughput than any of the other

combinations in the set at any SNR of interest. Such combinations can be eliminated with-

out affecting the performance of the AMCC protocol.
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Table 2: Interval Endpoints.

l γ1,l γ2,l γ3,l
1 1221 673
2 425 235 145
3 88 49 30
4 0 0 0
l γ4,l γ5,l γ6,l γ7,l
3 1904
4 1588 1194
5 1079 811 1844
6 781 1588 1526 1148
7 519 390 429 907
8 211 159 727 547
9 81 61 429 323

10 0 0 159 120
11 28 21
12 0 0
l γ8,l γ9,l γ10,l
7 665
8 401 305
9 237 180 147

10 88 67 55
11 0 0 0
l γ11,l γ12,l γ13,l

10 663
11 422 321
12 236 179 146
13 0 0 0
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Appendix D A Method for Selecting Relay Nodes

A strategy for selecting relay nodes for network-coded file distribution is outlined in

this appendix. Our approach, which is based on the concept of least-resistance routing [28],

involves the construction of a source-specific minimum-cost multicast tree to designate the

primary relays followed by the identification of the next higher-cost paths to assign the

secondary relays.

Let the nodes in a network be indexed N0,N1, . . . ,NM−1, where M is the number

of nodes. Consider a route or a path in the network that consists of H hops or links. We

consider link costs or resistances of the form rk =α+βek, where α , β are non-negative

constants and ek represents some measure of the quality of the kth link. The parameter ek

is such that a smaller value indicates a better link. The resistance of the path is given by

R=
H

∑
k=1

rk=αH+β
H

∑
k=1

ek. (D.1)

The constants α and β can be tuned to adjust the relative emphasis on the number of hops

and the quality of the links. Note that setting β =0 results in a hop-count based algorithm

that does not consider link resistances.

Depending on the application, the value of ek may represent different link charac-

teristics, including signal-to-noise ratio, probability of packet erasures, probability of bit

error, and expected transmission count. In our illustrations in Chapters 4 and 6, ek is the

number of test-symbol errors observed on the kth link over a period of time. We assume that

the nodes in the network periodically exchange control packets and that each control packet

includes 128 binary test symbols known a priori at all nodes. The first 64 test symbols are

modulated using QPSK and the remaining 64 symbols are modulated using 16-QAM. Each

node demodulates the test symbols it receives from its neighbors and records the number of
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binary symbol errors. At the time of tree construction, the fraction of symbols that were in

error over the last 25 test-symbol sequences received over the kth link is used as the value

of ek.

The path metric given by (D.1) is used to construct a spanning tree such that each

destination is connected to the source via the least-resistance path. Many practical algo-

rithms are available to construct such trees [24]. The intermediate nodes in the spanning

tree thus obtained are the primary relays in our applications.

The next task is to assign the secondary relays. To find a secondary relay for node

Ni, we first determine the set Ωi, which consists of all nodes that are not primary relays

and are fewer hops away from the source than node Ni is. If Ωi is an empty set, then no

secondary relay is assigned to node Ni. Otherwise, node N j′ is the secondary relay for node

Ni if

j′ = argmin
j∈Ωi

R j+r j,i, (D.2)

where R j is the resistance of the path from the source to node N j on the spanning tree

and r j,i is the resistance of the link from node N j to node Ni. For mode PTB of network-

coded multicast, additional constraints are imposed on the selection of secondary relays as

explained in Chapter 6. While assigning secondary relays for this mode, the set Ωi must be

chosen such that each node in the set satisfies the constraints.
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Appendix E Generation Selection for Random Linear

Network Coding

As mentioned in Chapter 2, a file may be divided into g disjoint generations of

d packets each to reduce the computational complexity at the RLNC decoder. For each

NC packet, the sender must first choose a generation and then combine packets from that

generation. In this appendix, we examine three approaches to choosing the generation. In

the following, we assume that the generations are indexed 1 through g.

• Random selection (RS): For each NC packet, an integer G is drawn at random ac-

cording to a uniform distribution on the set of integers {1,2, . . . ,g}. The NC packet

is formed by applying RLNC to the information packets in the generation with index

G.

• Increment after decoding (ID): The sender starts a session by applying RLNC to

packets in generation 1 and proceeds to the next generation only after the current

generation has been decoded by all recipients.

• Round-robin selection (RR): A parameter l > 0 is employed by this method. The

sender chooses generations in a round-robin fashion, sending l consecutive NC pack-

ets from a generation before proceeding to the next. Once K transmissions have been

made, l is set to 1.

For a numerical evaluation of these approaches, we consider a multicast session in

which a source sends a file of 500 information packets to 15 destinations using RLNC. The

file is divided into 5 generations of 100 packets each. The source sends packets directly

to the destinations; i.e., no relaying is involved. The link from the source to each destina-

tion has a nominal CENR of CENR∗ and experiences Rayleigh fading with a normalized
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Figure E.1: Comparison of different methods for generation selection for RLNC-based
multicast transmissions from a source to 15 destinations over Rayleigh-fading links.

Doppler frequency of 0.02. The throughput of the file transfer is shown in Figure E.1. We

notice that the RR method with l=1 provides the best performance, followed very closely

by the RS strategy. The throughput of RR drops as l is made larger. The performance of ID

is the worst among the three. We also observe that all strategies give the same performance

when the SNR is high enough such that there are no packet erasures on the links. It is only

at lower SNR that there is a difference between the throughput of different strategies.

The difference in the throughput of the strategies is due to the fact that, for some

strategies, packet erasures at different destinations are confined to different generations. In

such situations, many of the NC packets transmitted by the source are from generations that

one or more destinations have already decoded. This leads to an increase in the decoding

completion times at the destinations and lowers the throughput. In contrast, if the erasures

at each destination are spread out over all generations, almost all transmissions made by

the source is of interest to every destination and the decoding completion times are lower.

Recall that in our model for fading, the fade levels on a link are correlated whereas the

fading processes on different links are independent. A consequence of correlated fading
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is that packet erasures at each receiver tend to occur in bursts. When large number of

consecutive NC packets from the same generations are transmitted by the sender (as in

ID, or in RR with a large value of l), a recipient may experience bursts of erasures that are

confined to a generation. Due to the statistical independence of the fading from link to link,

different recipients may experience error bursts in different generations. In contrast, the RS

strategy and the RR strategy with a small value of l have an interleaving-type effect, which

causes the erasures at the recipients to be distributed over all generations and improves the

session throughput.
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