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Abstract

This dissertation studies two important problems in the mathematics of computational fluid dynamics. The first problem concerns the accurate and efficient simulation of incompressible, viscous Newtonian flows, described by the Navier-Stokes equations. A direct numerical simulation of these types of flows is, in most cases, not computationally feasible. Hence, the first half of this work studies two separate types of models designed to more accurately and efficiently simulate these flows. The second half focuses on the defective boundary problem for non-Newtonian flows. Non-Newtonian flows are generally governed by more complex modeling equations, and the lack of standard Dirichlet or Neumann boundary conditions further complicates these problems. We present two different numerical methods to solve these defective boundary problems for non-Newtonian flows, with application to both generalized-Newtonian and viscoelastic flow models.

Chapter 3 studies a finite element method for the 3D Navier-Stokes equations in velocity-vorticity-helicity formulation, which solves directly for velocity, vorticity, Bernoulli pressure and helical density. The algorithm presented strongly enforces solenoidal constraints on both the velocity (to enforce the physical law for conservation of mass) and vorticity (to enforce the mathematical law that \( \text{div}(\text{curl}) = 0 \)). We prove unconditional stability of the velocity, and with the use of a (consistent) penalty term on the difference between the computed vorticity and curl of the computed velocity, we are also able to prove unconditional stability of the vorticity in a weaker norm. Numerical experiments are given that confirm expected convergence rates, and test the method on a benchmark problem.

Chapter 4 focuses on one main issue from the method presented in Chapter 3, which is the question of appropriate (and practical) vorticity boundary conditions. A new, natural vorticity boundary condition is derived directly from the Navier-Stokes equations. We propose a numerical scheme implementing this new boundary condition to evaluate its effectiveness in a numerical
Chapter 5 derives a new, reduced order, multiscale deconvolution model. Multiscale deconvolution models are a type of large eddy simulation models, which filter out small energy scales and model their effect on the large scales (which significantly reduces the amount of degrees of freedom necessary for simulations). We present both an efficient and stable numerical method to approximate our new reduced order model, and evaluate its effectiveness on two 3d benchmark flow problems.

In Chapter 6 a numerical method for a generalized-Newtonian fluid with flow rate boundary conditions is considered. The defective boundary condition problem is formulated as a constrained optimal control problem, where a flow balance is forced on the inflow and outflow boundaries using a Neumann control. The control problem is analyzed for an existence result and the Lagrange multiplier rule. A decoupling solution algorithm is presented and numerical experiments are provided to validate robustness of the algorithm.

Finally, this work concludes with Chapter 7, which studies two numerical algorithms for viscoelastic fluid flows with defective boundary conditions, where only flow rates or mean pressures are prescribed on parts of the boundary. As in Chapter 6, the defective boundary condition problem is formulated as a minimization problem, where we seek boundary conditions of the flow equations which yield an optimal functional value. Two different approaches are considered in developing computational algorithms for the constrained optimization problem, and results of numerical experiments are presented to compare performance of the algorithms.
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Chapter 1

Introduction

The understanding of fluid flow has been a subject of scientific interest for hundreds of years. More recently, the branch of fluid mechanics known as computational fluid dynamics (CFD) has been an area of intense interest for mathematicians due to the multitude of scientific areas that depend on it. Many industries (e.g. automotive, aerospace, environmental) rely on both accurate and efficient simulations of various types of fluids. However, state of the art models and methods are far from being able to efficiently solve most problems of interest in CFD to a desired degree of precision. Moore’s law states (roughly) that the amount of computing power available doubles every two years, and has proven to be a fairly accurate estimate over the last 50 years. Despite the great advances made in computing power in that time period, and even assuming Moore’s law for computational speed increase continues, the accurate and timely simulation of most flows will not be achieved in the foreseeable future. Advances in mathematics for CFD have gained far more towards this goal than computing power, by developing robust and efficient algorithms built on solid mathematical and physical grounds.

It is the goal of this work to extend the state of the art in mathematics of CFD for two important problems. The first concerns the accurate and efficient simulation of incompressible, viscous Newtonian fluids. We will present and analyze a new numerical method for approximating solutions to the velocity-vorticity-helicity formulation of the Navier-Stokes equations. The driving force behind this new method is that it offers increased physical fidelity and numerical accuracy, along with a step towards further understanding the important but ill-understood physical quantity helicity. Discussion of this method naturally raises the very difficult question of how to accurately
impose boundary conditions on the vorticity, as well as how to compute with turbulent flows. For the former, we propose a new natural boundary condition for the vorticity equation which increases both the accuracy and physical relevance of our discrete vorticity approximation. For the latter, we consider a new reduced-order multiscale model for simulating Newtonian fluids.

The second main problem we study in this work concerns the robust simulation of non-Newtonian fluids in the absence of standard boundary conditions. This problem often arises when modeling flow in an unbounded domain (e.g. modeling blood flow in a portion of a blood vessel). We consider two different approaches for developing accurate and efficient methods for these “defective-boundary” problems for non-Newtonian flows. The first, a gradient-descent method, is presented and tested for both generalized-Newtonian and viscoelastic flow models, and analyzed in the case of the former. The second, a nonlinear least squares method, is presented and tested on a viscoelastic flow model.

The flow of time-dependent, incompressible, viscous Newtonian flows is modeled by the Navier-Stokes equations (NSE), which may be derived from the continuity equation (describing conservation of mass) and the equation describing conservation of momentum. In dimensionless form, the NSE are formulated as

\[
\frac{\partial \mathbf{u}}{\partial t} - \nu \Delta \mathbf{u} + \mathbf{u} \cdot \nabla \mathbf{u} + \nabla p = \mathbf{f},
\]

\[
\nabla \cdot \mathbf{u} = 0,
\]

where \( \mathbf{u} \) and \( p \) denote the fluid velocity and pressure, respectively, \( \mathbf{f} \) denotes an external body force, and \( \nu > 0 \) denotes the fluid’s kinematic viscosity. The Reynolds number \( Re = \nu^{-1} \) is a dimensionless parameter representing the ratio of inertial forces to viscous forces. In laminar flows, which are characterized by low Reynolds number, viscous forces dominate inertial forces, making the flow field smooth. Simulations of laminar flows can often be performed without too much complication. For flows with moderate Reynolds numbers, inertial forces start to play a larger role, resulting in complex flow behaviors, making predictions much more difficult. Turbulent flows, characterized by high Reynolds numbers, present very complex and chaotic flow properties, often requiring special models and methods.

In 2010, a velocity-vorticity-helicity (VVH) formulation of the NSE was presented in [55]. This formulation was derived by taking the curl of mass and momentum equations (1.1)-(1.2), and
applying several vector identities to produce the vorticity-helical density equations

\[ \frac{\partial \mathbf{w}}{\partial t} - \nu \Delta \mathbf{w} + 2D(\mathbf{w})\mathbf{u} - \nabla \eta = \nabla \times \mathbf{f}, \quad (\text{1.3}) \]
\[ \nabla \cdot \mathbf{w} = 0. \quad (\text{1.4}) \]

where \( \mathbf{w} := \nabla \times \mathbf{u} \) is the fluid vorticity, \( \eta := \mathbf{u} \cdot \mathbf{w} \) is the helical density, and \( D(\mathbf{w}) := \frac{1}{2}(\nabla \mathbf{w} + (\nabla \mathbf{w})^T) \) is the symmetric part of the vorticity gradient. The dimensionless VVH formulation of the NSE then comes from coupling (1.3)-(1.4) to the NSE via the rotational form of the nonlinearity in the momentum equation

\[ \frac{\partial \mathbf{u}}{\partial t} - \nu \Delta \mathbf{u} + \mathbf{w} \times \mathbf{u} + \nabla P = \mathbf{f}, \quad (\text{1.5}) \]
\[ \nabla \cdot \mathbf{u} = 0, \quad (\text{1.6}) \]
\[ \frac{\partial \mathbf{w}}{\partial t} - \nu \Delta \mathbf{w} + 2D(\mathbf{w})\mathbf{u} - \nabla \eta = \nabla \times \mathbf{f}, \quad (\text{1.7}) \]
\[ \nabla \cdot \mathbf{w} = 0. \quad (\text{1.8}) \]

Here \( P := \frac{1}{2} \mathbf{u} \cdot \mathbf{u} + \nabla p \) denotes the Bernoulli pressure, which is needed because of our use of the rotational form of the nonlinearity. Since its original derivation in 2010, VVH has been studied in other applications including numerical methods for solving steady incompressible flow [50], the Boussinesq equations [54], and as a selection criterion for the filtering radius in the NS-ω turbulence model [51], all with excellent results.

The VVH formulation of the NSE has four important characteristics that make it attractive for use in simulations. First, numerical methods based on finding velocity and vorticity tend to be more accurate (usually for an added cost, but not necessarily with VVH) [62, 63, 59, 61, 52], and especially in the boundary layer [17]. Second, it solves directly for the helical density \( \eta \), which may give insight into the important but ill-understood quantity helicity, \( \int_\Omega \eta d\mathbf{x} \), which is believed to play a fundamental role in turbulence [4, 53, 25, 9, 13, 12, 20, 19]. VVH is the first formulation to directly solve for this helical quantity. Third, the use of \( \nabla \eta \) in the vorticity equation enables \( \eta \) to act as a Lagrange multiplier corresponding to the divergence-free constraint for the vorticity, analogous to how the pressure relates to the conservation of mass equation. VVH is the first velocity-vorticity method to naturally enforce incompressibility of the vorticity, which is important since (1.4) is as
much a mathematical constraint as it is a physical one, making its violation inconsistent on multiple
levels. Finally, the structure of the VVH system allows for a natural splitting of the system into a
two-step linearization, since lagging vorticity in the velocity equation linearizes the equation, and
similarly lagging velocity in the vorticity equation linearizes this equation as well. A numerical
method based on such a splitting was proposed in [55], and when coupled with a finite element
discretization, was shown to be accurate on some simple test problems. Chapter 3 of this work
will precisely define and further study this discretization of the VVH formulation of the NSE by
providing a rigorous stability analysis (for both velocity and vorticity), and testing the method on
a benchmark problem.

Amidst our study of this discretization of the VVH formulation, an important, but difficult
question is raised in regards to boundary conditions for the vorticity. Consider the basic vorticity
equation, derived by taking the curl of the momentum equation (1.1),

\[ \frac{\partial \mathbf{w}}{\partial t} - \nu \Delta \mathbf{w} + \mathbf{u} \cdot \nabla \mathbf{w} - \mathbf{w} \cdot \nabla \mathbf{u} = \nabla \times \mathbf{f}. \]  

Perhaps the most natural and reasonable boundary condition for the vorticity is

\[ \mathbf{w} = \nabla \times \mathbf{u} \text{ on } \partial \Omega. \]  

Unfortunately, this boundary condition presents some difficulty when employed with finite elements.
In general, differentiating the piecewise-polynomial \( \mathbf{u}_h \) can often lead to a decrease in convergence
order [50]. Recently, various methods for avoiding this loss in accuracy have been proposed. In
[62], a finite difference approximation of (1.10) using nodal values of the finite element functions
is employed. This method is fairly successful on uniform meshes when second-order accuracy is
desired, however, it’s implementation on non-uniform meshes and for higher-order elements can be
quite complex. In general, in the presence of sharp boundary layers of the velocity (e.g. for flows with
moderate or high Re), the use of the vorticity boundary condition (1.10) may require extreme mesh
refinement around the boundary to avoid inaccurate vorticity approximations. Other methodologies
for implementing vorticity boundary conditions have also been tried, with some success. In [55],
the vorticity on the boundary was set to be the \( L^2 \) projection of the discontinuous finite element
function \( \nabla \times \mathbf{u}_h \) into the continuous finite element space. This method is one of three implemented
in the numerical testing of our method for the VVH system presented in Chapter 3, providing fairly accurate results on a benchmark flow problem. Other strategies include using the boundary element method [42], or the lattice Boltzmann method [18]. In Chapter 4, we employ a different approach in deriving a new vorticity boundary condition, in hopes of avoiding any unnecessary complication. The proposed method includes natural boundary conditions for a weak formulation of the vorticity equation. The boundary conditions are derived directly from the physical equations and the finite element method, making them simpler to understand than some of the aforementioned strategies. A full derivation of these vorticity boundary conditions will be presented in Chapter 4, along with a numerical scheme to evaluate their effectiveness in a numerical experiment.

Another clear need in the development of the VVH algorithm is for some kind of stabilization/subgrid model to allow us to handle higher Re flows. In Chapter 5 we consider a new reduced order, multiscale, approximate deconvolution model for Newtonian flows. Approximate deconvolution models (ADM) are a form of large eddy simulation (LES) models introduced in [2, 3] for the purpose of simulating large-scale flow structures at a reduced computational cost compared with direct numerical simulation (DNS). We know from Kolmogorov’s 1941 theory that eddies below a critical size ($O(Re^{-3/4})$ for 3d flow) are dominated by viscous forces and disappear very quickly, while those above this critical size are deterministic in nature. Hence, a DNS requires $O(Re^{9/4})$ mesh points in space per time step to accurately simulate eddies in 3d. Even for moderate Re flows, this requirement makes DNS computationally infeasible. ADM models (and LES models in general) aim to avoid this problem by filtering out small scales, while modeling their effect on the large scales. Because only large scales are being solved for, these models require a significantly smaller amount of mesh points than DNS. Recently, a promising new multiscale deconvolution model (MDM) [22] has been proposed which avoids some of the drawbacks of general ADM models, and is given by

$$v_t + G_\alpha v \cdot \nabla G_\gamma v + \nabla q - \nu \Delta v = \bar{f}$$  \hspace{1cm} (1.11)

$$\nabla \cdot v = 0.$$  \hspace{1cm} (1.12)

This formulation makes use of two different Helmholtz filters (associated with two different filtering radii $\alpha$ and $\gamma$) and a deconvolution operator $G_\gamma$ which connects the two filter scales. This formulation and these filters and operators will all be defined in detail in Chapter 5, where we derive (in detail) a new, reduced order MDM, along with an efficient and stable algorithm to approximate it.
The second half of this work is concerned with the accurate and efficient simulation of the defective boundary problem for two types of non-Newtonian fluids. The modeling of flow in an unbounded domain requires the introduction of artificial boundaries. Often, the flow is assumed to satisfy some Dirichlet or Neumann boundary condition on a portion of these artificial boundaries (e.g. inflow or outflow boundaries). However, the amount of boundary data available for a given flow is often very limited, making these types of boundary conditions very hard to impose. In many practical applications the only flow data available are quantitative (e.g. average flow rates, mean pressure values, etc.). In situations like these, it is often more realistic to model the flow using defective boundary conditions. Typically, governing equations are chosen depending on the flow being modeled, and instead of completing these equations with standard Dirichlet or Neumann type boundary conditions, the defective boundary problem consists of only considering information such as flow rates (or mean pressure values) on the inflow or outflow boundaries $S_i$, i.e.

$$\int_{S_i} \mathbf{u} \cdot \mathbf{n} \, dS = Q_i \text{ for } i = 1, \ldots, m. \quad (1.13)$$

We note that these boundary conditions are known as “defective” because they are insufficient to close the differential model (i.e. our flow problem is ill-posed) [26]. The goal of the second half of this work is to study this problem in the context of two different types of flows (and hence two different types of modeling equations).

Before we proceed we note that flow problems with defective boundary conditions have been studied in various applications in the past. In [41], the defective boundary problem for the NSE was studied where flow rates are specified on inflow and outflow boundaries. In this work a “do-nothing” approach is presented where the flow rate conditions are implicitly incorporated into the variational formulation through the choice of appropriate boundary conditions and function spaces, resulting in a well-posed variational problem. An alternative approach to the defective boundary problem for the NSE subject to flow rate conditions was presented in [26]. In this study, the flow rate conditions are enforced weakly via the Lagrange multiplier method. In [24] the defective boundary problem for quasi-Newtonian flows subject to flow rate conditions was investigated using the Lagrange multiplier method. Both the continuous and discrete variational formulations of a generalized set of modeling equations were proven to be well-posed, and error analysis of the numerical approximation was also presented. In [27], a new approach to the defective boundary problem for Stokes flow was proposed.
This approach formulates the defective boundary problem as an optimal control problem through the choice of a suitable functional to minimize. This approach proved to be versatile, as the functional to minimize can be altered to match various kinds of defective boundaries (flow rates, mean pressure, etc). In the optimal control formulation, the control was chosen to be a constant normal stress on each of the inflow and outflow boundaries, and appears in the modeling equations through the addition of a boundary integral (often referred to as a “boundary control” [35]).

The study of optimal control problems for Newtonian and non-Newtonian fluids has been itself an active research area in the recent past, e.g. [35, 36, 37]. One approach to solve these types of optimization problems is based off of solving “sensitivity equations,” which are derived through the Frechet derivative of the constraint operator with respect to the control variables [35, 11, 38]. An alternative approach studied in [35, 49] is an adjoint-based optimization method, in which the method of Lagrange multipliers is used to derive an optimality system consisting of constraint equations, adjoint equations, and a necessary condition. In [21] an optimal control problem for the Ladyzhenskaya model for generalized-Newtonian flows was studied. Additionally, a shape optimization problem for blood flow modeled by the Cross model was presented in [1]. In [48] a defective boundary problem for generalized-Newtonian flows was studied. In that work the model problem considered was the three-field power law model subject to flow rate or mean pressure conditions on portions of the boundary. The defective boundary problem was formulated as an optimal control problem which was then transformed into an unconstrained optimization problem via the Lagrange multiplier method. However, analysis of the adjoint problem and the method of Lagrange multipliers was limited, in part due to the choice of modeling equations.

In Chapter 6, we begin by considering the defective boundary problem for generalized-Newtonian fluids governed by the Cross modeling equations [16] (which will be explicitly defined later in this work). Newtonian fluids are characterized by having a shear stress, denoted by \( \sigma \), that is directly proportional to its shear rate (given by \( D(u) \)), i.e.

\[
\sigma = 2\nu D(u),
\]

(1.14)

where the fluid viscosity \( \nu \) is constant. On the other hand, generalized-Newtonian flows have the same stress-strain relationship, but with a non-constant fluid viscosity dependent upon the velocity
of the flow

$$\mathbf{\sigma} = 2\nu(|D(u)|)D(u),$$

(1.15)

where the viscosity function $\nu(|D(u)|)$ is chosen to reflect the flow being modeled. The Cross model specifies the viscosity function as

$$\nu(|D(u)|) := \nu_\infty + \frac{(\nu_0 - \nu_\infty)}{1 + (\lambda|D(u)|)^{2-r}},$$

(1.16)

where $\lambda > 0$ is a time constant, $1 \leq r \leq 2$ is a dimensionless rate constant, and $\nu_0$ and $\nu_\infty$ denote limiting viscosity values at a zero and infinite shear rate, respectively, assumed to satisfy $0 \leq \nu_\infty \leq \nu_0$. We take the approach of [48] to approximate our model problem subject to flow rate and mean pressure conditions. The problem is formulated as an optimal control problem for which we analytically justify the use of the method of Lagrange multipliers to derive an optimality system. We then show that the resulting adjoint system is well-posed. Finally, we consider a complex numerical experiment to test the robustness of an optimization algorithm previously presented in [48].

In Chapter 7, we consider the same defective boundary problem but for viscoelastic fluids governed by the Johnson-Segalman modeling equations. Viscoelastic fluids are a type of non-Newtonian fluid that exhibit both viscous and elastic characteristics when undergoing deformation. This is reflected in the modeling equations by an extra nonlinear constitutive equation, which relates the stress tensor $\mathbf{\sigma}$ to the fluid velocity. Some analytical and numerical studies for an optimal control of non-Newtonian flows can be found in [1, 21, 45, 49]. The Johnson-Segalman modeling equations for viscoelastic, creeping flow are given by

$$\mathbf{\sigma} + \lambda(\mathbf{u} \cdot \nabla)\mathbf{\sigma} + \lambda g_a(\mathbf{\sigma}, \nabla \mathbf{u}) - 2\alpha D(\mathbf{u}) = 0,$$

(1.17)

$$-\nabla \cdot \mathbf{\sigma} - 2(1 - \alpha)\nabla \cdot D(\mathbf{u}) + \nabla \rho = \mathbf{f},$$

(1.18)

$$\nabla \cdot \mathbf{u} = 0.$$  

(1.19)

Here $\lambda$ denotes the Weissenberg number, defined as the product of relaxation time and a characteristic strain rate of the fluid, $\alpha$ is a number satisfying $0 < \alpha < 1$ which can be considered as the fraction
of viscoelastic viscosity, and \( g_a(\sigma, \nabla u) \) is a nonlinear function of \( \sigma \) and \( u \) that will be explicitly defined in Chapter 7. We consider the defective boundary problem for viscoelastic fluids governed by these equations. This includes a fully detailed formulation of the problem itself, the minimization problem, and a derivation of the optimality system. The numerical algorithm presented in Chapter 6 will then be used to solve the minimization problem, along with a second, new algorithm. Finally, we consider a numerical test to compare and contrast both algorithms.

This work is arranged as follows. Chapter 2 contains mathematical notation and preliminaries that will be used throughout the following sections. Chapter 3 presents a stability analysis and numerical testing of a finite element method for the VVH formulation. Chapter 4 fully defines a new vorticity boundary condition, and presents a numerical experiment designed to verify its accuracy. Chapter 5 derives and analyzes a new reduced order MDM, and presents two numerical tests to verify its efficiency. Chapter 6 presents the work on generalized-Newtonian flows with defective boundary conditions, and Chapter 7 contains the work on viscoelastic flows with defective boundary conditions. Finally, Chapter 8 contains conclusions from the various works presented herein.
Chapter 2

Preliminaries

Throughout the analysis presented in this work we will assume that the domain $\Omega$ denotes a bounded, connected subset of $\mathbb{R}^d$ (with $d = 2$ or 3), with piecewise smooth boundary $\partial \Omega$. We will denote the $L^2(\Omega)$ norm and inner product by $\|\cdot\|$ and $(\cdot, \cdot)$, respectively, while $L^p(\Omega)$ norms will be denoted by $\|\cdot\|_{L^p}$. Sobolev $W^k_p(\Omega)$ norms and seminorms will be indicated by $\|\cdot\|_{W^k_p}$ and $|\cdot|_{W^k_p}$, respectively. We will use the standard notation of $H^k(\Omega)$ to refer to the sobolev space $W^k_2(\Omega)$, with norm $\|\cdot\|_k$. Dual spaces will be denoted $(\cdot)^*$ with duality pairing $\langle \cdot, \cdot \rangle$ and norm $|\cdot|^*$. For domains other than $\Omega$ we will explicitly indicate the domain in the space and norm notation. For $k \in \mathbb{R}$ the space $H^k_0$ is defined as

$$H^k_0(\Omega) := \{ v \in H^k(\Omega) \mid v = 0 \text{ on } \partial \Omega \}.$$

The zero-mean subspace of $L^2(\Omega)$ is defined as

$$L^2_0(\Omega) := \{ q \in L^2(\Omega) \mid \int_{\Omega} q = 0 \}.$$

For functions $v(x,t)$ defined on $\Omega \times (0,T)$ for some positive end time $T$, we will make use of the norms

$$\|v\|_{n,k} := \left( \int_0^T \|v(\cdot,t)\|_k^n \, dt \right)^{1/n} \quad \text{and} \quad \|v\|_{\infty,k} := ess \sup_{0 < t < T} \|v(\cdot,t)\|_k.$$

For functions of time, we will use the notation $t^n := n\Delta t$ where $\Delta t$ denotes a chosen time-step. For
continuous functions of time $f(t)$, we use the notation

$$f^n := f(t^n),$$

and

$$f^{n+1/2} := f(t^{n+1/2}) = f\left(\frac{t^{n+1} + t^n}{2}\right).$$

The average of the $n$th and $(n + 1)$st time level of a discrete function $v$ is denoted

$$v^{n+1/2} := \frac{v^{n+1} + v^n}{2}.$$  

Our error analysis will require the use of discrete time analogues of the continuous in time norms:

$$\|v\|_{p,k} := \left(\sum_{n=1}^{N_T} \|v^n\|^p_k \Delta t\right)^{1/p}$$

and

$$\|v\|_{\infty,k} := \max_{1 \leq n \leq N_T} \|v^n\|_k.$$  

We will use bold font to denote vector functions and tensor functions. We will also use bold font to denote vector function spaces, e.g.

$$\mathbf{H}^1(\Omega) := (H^1(\Omega))^d$$

and

$$\mathbf{H}^0_0(\Omega) := (H^1_0(\Omega))^d.$$  

Throughout our analysis we will frequently employ the following inequality, one result of which is that for $v \in \mathbf{H}^0_0(\Omega)$, the seminorm $|v|_1$ is equivalent to $\|v\|_1$.

**Lemma 2.0.1** (The Poincare-Friedrichs inequality). There exists a positive constant $C_{PF} = C_{PF}(\Omega)$ such that

$$\|v\| \leq C_{PF} \|\nabla v\| \forall v \in \mathbf{H}^0_0(\Omega).$$  

**Proof.** A proof of this well known inequality can be found in [28].

We will often use the $(\mathbf{H}^1_0(\Omega))^* = H^{-1}(\Omega)$ norm, denoted by $\|\cdot\|_{-1}$, to measure the size of
a forcing function. The $H^{-1}(\Omega)$ norm is defined as

$$\|f\|_{-1} := \sup_{v \in H^1_0(\Omega)} \frac{\langle f, v \rangle}{\|\nabla v\|}.$$ 

We note that the space $H^{-1}(\Omega)$ is the closure of $L^2(\Omega)$ in $\|\cdot\|_{-1}$.

The continuous velocity, pressure, and stress spaces, denoted $X$, $Q$, and $\Sigma$, respectively, will be specified in each chapter. The weakly divergence-free subspace $V$ of $X$ is defined as

$$V := \{v \in X \mid \langle \nabla \cdot v, q \rangle = 0 \forall q \in Q\}.$$ 

In the discrete setting, we begin by letting $\tau_h$ denote a regular, conforming triangulation or tetrahedralization of $\Omega$. The velocity and pressure finite element spaces defined on $\tau_h$ will be denoted as $X_h$ and $Q_h$, respectively, and will be specified in each chapter. The divergence-free subspace $V_h$ of $X_h$ is defined as

$$V_h := \{v_h \in X_h \mid \langle \nabla \cdot v_h, q_h \rangle = 0 \forall q_h \in Q_h\}.$$ 

We will often make use of the Taylor-Hood (TH) element pair, defined as $(X_h, Q_h) = ((P_k)^d, P_{k-1})$, i.e.

$$X_h := \{v_h \in H^1_0(\Omega) \mid v_h|_K \in (P_k)^d(K) \forall K \in \tau_h\}$$

$$Q_h := \{q_h \in L^2_0(\Omega) \cap C^0(\Omega) \mid q_h|_K \in P_{k-1}(K) \forall K \in \tau_h\}.$$ 

It is a well-known result that for $k \geq 2$ the TH element pair satisfies the discrete inf-sup condition [10, 30].

We will also make use of the Scott-Vogelius (SV) element pair $(X_h, Q_h) = ((P_k)^d, P_{k-1}^{disc})$ [60], which uses the same velocity approximation space as TH elements, but allows the pressure approximation space to be discontinuous. An immediate consequence of this choice of spaces is that $\nabla \cdot X_h \subset Q_h$. Hence, with this choice of elements, the discretely div-free subspace $V_h \subset X_h$ now becomes

$$V_h := \{v_h \in X_h \mid \langle \nabla \cdot v_h, q_h \rangle = 0 \forall q_h \in Q_h\} = \{v_h \in X_h \mid \nabla \cdot v_h = 0\}.$$
This makes the SV element pair a natural choice for both velocity-pressure and vorticity-helicity systems as it results in pointwise enforcement of solenoidal constraints for the velocity and vorticity (as opposed to weak enforcement by TH elements). The drawback of using discontinuous elements is that the dimension of $Q_h$ in the SV element pair is significantly larger than in the TH element pair, resulting in a linear system with a greater amount of degrees of freedom when using SV elements.

Figure 2.1: Barycenter refined tetrahedra and triangle.

In order for the SV element pair to be discretely inf-sup stable, any of the following conditions on the mesh $\tau_h$ are sufficient [57, 66, 65, 67]:

1. In $2d$, $k \geq 4$ and the mesh has no singular vertices

2. In $3d$, $k \geq 6$ on a quasi-uniform tetrahedral mesh

3. In $2d$ or $3d$, when $k \geq d$ and the mesh is generated as a barycenter refinement of a regular, conforming triangular or tetrahedral mesh

4. When the mesh is of Powell-Sabin type and $k = 1$ in $2d$ or $k = 2$ in $3d$

We note that a complete classification of conditions for discrete inf-sup stability of SV elements, including the minimum degree for general meshes without special refinements, is an open question. In
our computations performed with SV elements we will always use condition 3. Figure 2.1 illustrates a barycenter-refined triangle.

For our convergence studies in Chapter 3, 4, and 5 we will assume our choice of finite element spaces satisfies the following well known approximation properties:

$$\inf_{v \in X_h} \| u - v \| \leq C h^{k+1} \| u \|_{k+1} \quad \text{for any } u \in H^{k+1}(\Omega)$$

$$\inf_{v \in X_h} \| u - v \|_1 \leq C h^{k} \| u \|_{k+1} \quad \text{for any } u \in H^{k+1}(\Omega)$$

$$\inf_{r \in Q_h} \| p - r \| \leq C h^{s+1} \| p \|_{s+1} \quad \text{for any } p \in H^{s+1}(\Omega).$$

We note that these approximation properties hold for both TH and SV elements.

In Chapter 5, the trilinear operator $b^* : X \times X \times X \to \mathbb{R}$ defined by

$$b^*(u, v, w) := (u \cdot \nabla v, w)$$

will be used. The following useful properties of $b^*$ are proven in [46].

**Lemma 2.0.2.** If $\nabla \cdot u = 0$, then

$$b^*(u, v, v) = 0.$$ 

Additionally, there exists a constant $C$ dependent on the size of $\Omega$ such that

$$|b^*(u, v, w)| \leq C \| u \|^{\frac{1}{2}} \| \nabla u \|^{\frac{1}{2}} \| \nabla v \| \| \nabla w \|,$$

$$|b^*(u, v, w)| \leq C \| \nabla u \| \| \nabla v \| \| \nabla w \|.$$ 

Our error analysis will also use the following discrete version of the Gronwall inequality.

**Lemma 2.0.3.** Let $k, B$ and $a_\mu, b_\mu, c_\mu, \gamma_\mu$, for integers $\mu \geq 0$, be nonnegative numbers such that

$$a_n + k \sum_{\mu=0}^{n} b_\mu \leq k \sum_{\mu=0}^{n} \gamma_\mu a_\mu + k \sum_{\mu=0}^{n} c_\mu + B \quad \text{for } n \geq 0.$$ (2.1)
Suppose that $k\gamma_{\mu} < 1$, for all $\mu$, and set $\sigma_{\mu} = (1 - k\gamma_{\mu})^{-1}$. Then,

$$a_n + k \sum_{\mu=0}^{n} b_{\mu} \leq \exp \left( k \sum_{\mu=0}^{n} \sigma_{\mu} \gamma_{\mu} \right) \left[ k \sum_{\mu=0}^{n} c_{\mu} + B \right]$$

for $n \geq 0$. \hspace{1cm} (2.2)

**Remark 2.0.4.** If the first sum on the right in (2.1) extends only up to $n - 1$, then estimate (2.2) holds for all $k > 0$, with $\sigma_{\mu} = 1$.

**Proof.** A proof of these results can be found in [40]. \qed
Chapter 3

A Numerical Study for a Velocity-Vorticity-Helicity
formulation of the 3D Time-Dependent NSE

In this chapter we study a finite element method for the 3d NSE in velocity-vorticity-helicity form. For \( \Omega \subset \mathbb{R}^3 \), recent work [56] has shown that the NSE can be equivalently written in VVH form as: Find \( u : \Omega \times (0, T) \rightarrow \mathbb{R}^3 \) and \( p : \Omega \times (0, T) \rightarrow \mathbb{R} \) satisfying

\[
\frac{\partial u}{\partial t} - \nu \Delta u + w \times u + \nabla p = f \quad \text{in} \quad \Omega \times (0, T),
\]

\[
\nabla \cdot u = 0 \quad \text{in} \quad \Omega \times (0, T),
\]

\[
u \frac{u|_{t=0}}{= u_0} \quad \text{in} \quad \Omega,
\]

\[
\ 
\frac{u = \phi}{\text{on}} \quad \partial \Omega \times (0, T),
\]

(3.1) (3.2) (3.3) (3.4)
and find \( w : \Omega \times (0, T) \to \mathbb{R}^3, \eta : \Omega \times (0, T) \to \mathbb{R} \) satisfying

\[
\begin{align*}
\frac{\partial w}{\partial t} - \nu \Delta w + 2D(w) u - \nabla \eta &= \nabla \times f \quad \text{in} \quad \Omega \times (0, T), \\
\nabla \cdot w &= 0 \quad \text{in} \quad \Omega \times (0, T), \\
|w|_{t=0} &= \nabla \times u_0 \quad \text{in} \quad \Omega, \\
w &= \nabla \times u \quad \text{on} \quad \partial \Omega \times (0, T),
\end{align*}
\] (3.5)

where \( \phi \) is a Dirichlet boundary condition for velocity satisfying \( \int_{\Omega} \phi \cdot n = 0 \ \forall t \in (0, T) \). In [55], a numerical algorithm based on a 2-step linearization of the VVH formulation was proposed. In this chapter, we study this discretization of the VVH formulation further by providing a rigorous stability analysis, testing the method on several benchmark problems, and with various vorticity boundary conditions.

### 3.1 Discrete VVH Formulation

For our finite element discretization of the VVH formulation, we will choose velocity and pressure spaces \((X_h, Q_h) \subset (H^1_0(\Omega), L^2(\Omega))\) on our mesh \( \tau_h \) to be the Scott-Vogelius element pair \((P_k, P_{disc}^{k-1})\). We will denote the vorticity space by \( Y_h \), where \( Y_h \subset H^1(\Omega) \) is the space \( P_k \). We note that the only difference between the velocity and vorticity finite element spaces is the value of the finite element functions on the boundary \( \partial \Omega \). To simplify the analysis, we require the mesh is sufficiently regular so that the inverse inequality holds,

\[
\| \nabla u_h \| \leq C_1 h^{-1} \| u_h \|. \quad (3.9)
\]

For the initial conditions for our velocity and vorticity approximations we will use the \( L^2 \) projection into \( V_h \). For \( \phi \in L^2(\Omega) \), the \( L^2 \) projection of \( \phi \) into \( V_h \), denoted by \( P_{V_h}(\phi) \), satisfies

\[
(P_{V_h}(\phi), v_h) = (\phi, v_h) \quad \text{for any} \quad v_h \in V_h.
\]

Define the operator \( A_h^{-1} : L^2(\Omega) \to V_h \) as the solution operator to the discrete Stokes problem:

\[
(\nabla A_h^{-1} \psi, \nabla v_h) = (\psi, v_h), \ \forall v_h \in V_h. \quad (3.10)
\]
This operator will not be used in computations, but is used in the analysis of the proposed algorithm.

The following lemma was proven in [50].

**Lemma 3.1.1.** Assume \( \Omega \) is such that the Stokes problem is \( H^2 \)-regular. For any \( \psi \in L^2(\Omega) \) it holds

\[
\| A_h^{-1} \psi \|_{L^\infty} + \| \nabla A_h^{-1} \psi \|_{L^2} \leq C_0 \| \psi \|, \tag{3.11}
\]

and for any \( f \in L^2(\Omega), q \in L^2(\Omega), \) and \( \phi \in H^1(\Omega) \)

\[
\begin{align*}
|\langle f, \nabla \times A_h^{-1} \psi \rangle| &\leq C(\| f \|_{-1} + h \| f \|) \| \psi \|, \tag{3.12} \\
|\langle q, \nabla \cdot A_h^{-1} \psi \rangle| &\leq C(\| q \|_{-1} + h \| q \|) \| \psi \|, \tag{3.13} \\
|\langle \nabla \phi, \nabla A_h^{-1} \psi \rangle| &\leq C(\| \phi \| + \| \phi \|_{-\frac{1}{2}, \partial \Omega} + h \| \nabla \phi \|) \| \psi \|. \tag{3.14}
\end{align*}
\]

The chosen time discretization is trapezoidal, and the linearization uses second order extrapolation. The fully discrete 2-step version of (3.1)-(3.8) we study is: find \( (u_h, f) \) and for any \( \forall h \)

\[
\text{Lemma 3.1.1.}
\]

Step 1:

\[
\begin{align*}
\frac{1}{\Delta t} (u_h^{n+1} - u_h^n, v_h) + \nu (\nabla u_h^{n+\frac{1}{2}}, \nabla v_h) &- (P_h^{n+1}, \nabla \cdot v_h) \\
+ (1+2 - 2) w_h^n - \frac{1}{2} w_h^{n-1} &\times u_h^{n+\frac{1}{2}}, v_h) - (f_h^{n+\frac{1}{2}}, v_h) \quad = \quad 0, \quad (3.15) \\
(\nabla \cdot u_h^{n+1}, q_h) \quad = \quad 0, \quad (3.16)
\end{align*}
\]

Step 2:

\[
\begin{align*}
\frac{1}{\Delta t} (w_h^{n+1} - w_h^n, \chi_h) + \nu (\nabla w_h^{n+\frac{1}{2}}, \nabla \chi_h) \\
+ (1+2 - 2) w_h^n - \frac{1}{2} w_h^{n-1} &\times u_h^{n+\frac{1}{2}}, \chi_h) + (\nabla \times A_h^{-1} w_h^{n+\frac{1}{2}}) &\times u_h^{n+\frac{1}{2}}, \nabla \chi_h) \\
+ 2(D(w_h^{n+\frac{1}{2}}) u_h^{n+\frac{1}{2}}, \chi_h) - (\nabla \times f_h^{n+\frac{1}{2}}, \chi_h) \quad = \quad 0, \quad (3.17) \\
(\nabla \cdot w_h^{n+1}, r_h) \quad = \quad 0, \quad (3.18) \\
w_h^{n+1}|_{\partial \Omega} - I_h(\nabla \times u_h^{n+1})|_{\partial \Omega} \quad = \quad 0, \quad (3.19)
\end{align*}
\]

where \( u_h^0 = P_{V_h}(u_0), w_h^0 = P_{V_h}(\nabla \times u_0) \), and \( I_h \) denotes an appropriate interpolant. As is common practice in trapezoidal schemes for fluid flow, the Lagrange multiplier terms are solved for directly at their \( n + 1/2 \) time levels, i.e. no splitting into time \( n \) and \( n + 1 \) pieces is necessary, and so \( P_h^{n+1} \)
and $\eta_{n+1}^h$ are approximations to their continuous counterparts at $t = t_{n+1}$, Note also that we have assumed a homogeneous Dirichlet boundary condition for velocity, and a Dirichlet condition for vorticity that it be equal to an appropriate interpolant of the curl of the velocity on the boundary. This is the simplest case for analysis, but is still quite formidable. Extension to other common boundary conditions will lead to additional technical details, and need to be considered on case by case basis.

Due to the difficulties associated with any analysis involving the vorticity equation, there are two components in the above scheme that are for the purposes of analysis only. The unconditional stability of the velocity does not depend on either of these components of the numerical scheme, but proving unconditional stability of the vorticity requires both of them.

First, the boundary condition for the discrete vorticity (3.19) is given in terms of the true velocity, which is not practical. In computations, we use instead the condition

$$w_{n+1}^h|_{\partial\Omega} - I_h (\nabla \times u_{n+1}^h)|_{\partial\Omega} = 0,$$

however analyzing the system with such a boundary condition does not appear possible in this particular formulation. Developing improved formulations for which such a vorticity boundary condition does allow analysis is an important open question. We will consider two possibilities of interpolants in our computations: i) a nodal interpolant of the $L^2$ projection of the curl of the velocity into $V_h$, and ii) a nodal interpolant of a local averaging of the curl of the velocity. A new vorticity boundary condition, presented in the next section, is also feasible with this discretization.

The second part of the scheme that is not used in computations is the penalty term in (3.17), i.e. we choose $\gamma = 0$ in our computations. In the continuous case this term is consistent for the homogeneous or periodic boundary conditions on a rectangular box: for sufficiently regular
solutions, \( w = \nabla \times u \), and \( A^{-1} \) the continuous Stokes solution operator, since \( \nabla \cdot u = 0 \),

\[
(\nabla \times A^{-1}w) \times u = (\nabla \times A^{-1}(\nabla \times u)) \times u
\]

\[
= (A^{-1}(\nabla \times (\nabla \times u))) \times u
\]

\[
= (A^{-1}(-\Delta u - \nabla(\nabla \cdot u))) \times u
\]

\[
= (A^{-1}(-\Delta u)) \times u
\]

\[
= (A^{-1}(Au)) \times u
\]

\[
= 0.
\]

Outside of the periodic case, the differential operators will not commute and thus errors will arise at the boundary from this term; hence the term appears to damp vorticity creation at the boundary, and we do not use it in our computations. However, it does not appear possible to prove a vorticity stability bound without it.

### 3.1.1 Stability Analysis

**Lemma 3.1.2 (Stability).** Assume \( f \in L^2(0,T;H^{-1}(\Omega)) \) and \( u_0 \in L^2(\Omega) \). Then velocity solutions to (3.15)-(3.17) are unconditionally stable, and satisfy

\[
\|u_h^M\|^2 + \Delta t \sum_{n=0}^{M-1} \nu \left\| \nabla u_h^{n+\frac{1}{2}} \right\|^2 \leq \Delta t \sum_{n=0}^{M-1} \nu^{-1} \left\| f^{n+\frac{1}{2}} \right\|^2_{-1} + C \|u_0\|^2 := C_4.
\]

**Proof.** Let \( v_h = u_h^{n+\frac{1}{2}} \) in (3.15) and simplify to get

\[
\frac{1}{2\Delta t}(\|u_h^{n+1}\|^2 - \|u_h^n\|^2) + \nu \left\| \nabla u_h^{n+\frac{1}{2}} \right\|^2 = (f^{n+\frac{1}{2}}, u_h^{n+\frac{1}{2}}).
\]

Using Cauchy Schwarz, Young’s inequality, and simplifying yields

\[
\frac{1}{2\Delta t}(\|u_h^{n+1}\|^2 - \|u_h^n\|^2) + \frac{\nu}{2} \left\| \nabla u_h^{n+\frac{1}{2}} \right\|^2 \leq \frac{\nu^{-1}}{2} \left\| f^{n+\frac{1}{2}} \right\|^2_{-1}.
\]
Multiplying by $2\Delta t$ and summing from 0 to $M-1$ then gives

$$
\|u_h^M\|^2 + \Delta t \sum_{n=0}^{M-1} \nu \left\| \nabla w_h^{n+\frac{1}{2}} \right\|^2 \leq \Delta t \sum_{n=0}^{M-1} \nu^{-1} \left\| f^{n+\frac{1}{2}} \right\|_{-1}^2 + \|u_h^0\|^2 \leq \Delta t \sum_{n=0}^{M-1} \nu^{-1} \left\| f^{n+\frac{1}{2}} \right\|_{-1}^2 + C \|u_0\|^2,
$$

which proves the estimate (3.22).

**Remark 3.1.3.** We note that the unconditional stability of the velocity solution is independent of both the vorticity boundary condition and the penalty term of the discrete vorticity equation.

**Lemma 3.1.4.** Assume $f \in L^2(0,T;L^2(\Omega))$, $u_0 \in H^1_0(\Omega)$, $u \in L^\infty(0,T;H^2(\Omega))$, $u_t \in L^\infty(0,T;H^1(\Omega))$, and $u_tt \in L^\infty(0,T;H^1(\Omega))$. Then vorticity solutions are also stable, in the sense of

$$
\left\| \nabla \Lambda_h^{-1} w_h^M \right\|^2 + \Delta t \sum_{n=0}^{M-1} \nu \left\| w_h^{n+\frac{1}{2}} \right\|^2 \leq C(\nu^{-2},C_4,M,T,f,u) := C_5.
$$

**Remark 3.1.5.** It appears that the penalty parameter $\gamma$ needs to satisfy $\gamma > \frac{1}{2}$ for the proof to hold. When $\gamma = 0$, we are reduced to the non-penalty term case, for which we are unable to prove unconditional stability.

**Proof.** For the vorticity bound, let $w_h^{n+\frac{1}{2}} = I_h(\nabla \times u^n)$ where $I_h$ is a discretely div-free preserving interpolant. Note $w_h^{n+\frac{1}{2}} \in V_h$ and $w_h^{n+\frac{1}{2}}$ satisfies the vorticity boundary condition (3.19). The vorticity solution can then be decomposed as

$$
w_h^{n+\frac{1}{2}} = w_h^{n+\frac{1}{2}} + \overline{w_h^{n+\frac{1}{2}}},
$$

where $\overline{w_h^{n+\frac{1}{2}} \in V_h}$. Letting $I_h(\nabla \times u) \leq C_u$ for all $t$, we have

$$
\left\| \nabla \Lambda_h^{-1} w_h^{n+\frac{1}{2}} \right\| \leq C_u.
$$
Using (3.12) on the first RHS term of (3.27) yields, \( \forall \chi_h \in \mathbf{V}_h, \)

\[
\frac{1}{\Delta t}(w_h^{n+1} - w_h^n, \chi_h) + \nu^{-1}((\nabla \times A_h^{-1}w_h^{n+\frac{1}{2}}) \times u_h^{n+\frac{1}{2}}, (\nabla \times \chi_h) \times u_h^{n+\frac{1}{2}}) \\
+ \nu(\nabla w_h^{n+\frac{1}{2}}, \nabla \chi_h) = (\nabla \times f^{n+\frac{1}{2}}, \chi_h) - 2(D(w_h^{n+\frac{1}{2}})u_h^{n+\frac{1}{2}}, \chi_h) \\
- \gamma \nu^{-1}((\nabla \times A_h^{-1}w_h^{n+\frac{1}{2}}) \times u_h^{n+\frac{1}{2}}, (\nabla \times \chi_h) \times u_h^{n+\frac{1}{2}}) \\
- 2(D(w_h^{n+\frac{1}{2}})u_h^{n+\frac{1}{2}}, \chi_h) - \nu(\nabla w_h^{n+\frac{1}{2}}, \nabla \chi_h) - \frac{1}{\Delta t}(w_h^{n+1} - w_h^n, \chi_h). \tag{3.26}
\]

Let \( \chi_h = A_h^{-1}w_h^{n+\frac{1}{2}} \) and simplify to get

\[
\frac{1}{\Delta t}(w_h^{n+1} - w_h^n, A_h^{-1}w_h^{n+\frac{1}{2}}) + \gamma \nu^{-1} \left\| (\nabla \times A_h^{-1}w_h^{n+\frac{1}{2}}) \times u_h^{n+\frac{1}{2}} \right\|^2 + \nu \left\| w_h^{n+\frac{1}{2}} \right\|^2 \\
= (\nabla \times f^{n+\frac{1}{2}}, A_h^{-1}w_h^{n+\frac{1}{2}}) - 2(D(w_h^{n+\frac{1}{2}})u_h^{n+\frac{1}{2}}, A_h^{-1}w_h^{n+\frac{1}{2}}) \\
- 2(D(w_h^{n+\frac{1}{2}})u_h^{n+\frac{1}{2}}, A_h^{-1}w_h^{n+\frac{1}{2}}) - \nu(\nabla w_h^{n+\frac{1}{2}}, \nabla A_h^{-1}w_h^{n+\frac{1}{2}}) \\
- \gamma \nu^{-1}((\nabla \times A_h^{-1}w_h^{n+\frac{1}{2}}) \times u_h^{n+\frac{1}{2}}, (\nabla \times A_h^{-1}w_h^{n+\frac{1}{2}}) \times u_h^{n+\frac{1}{2}}) \\
- \frac{1}{\Delta t}(w_h^{n+1} - w_h^n, A_h^{-1}w_h^{n+\frac{1}{2}}). \tag{3.27}
\]

It is straightforward to show that \( A_h^{-1} \) is a symmetric operator on \( \mathbf{V}_h \) and thus

\[
\frac{1}{\Delta t}(w_h^{n+1} - w_h^n, A_h^{-1}w_h^{n+\frac{1}{2}}) = \frac{1}{2\Delta t} \left[ (w_h^{n+1}, A_h^{-1}w_h^{n+\frac{1}{2}}) + (w_h^{n+\frac{1}{2}}, A_h^{-1}w_h^{n+1}) \\
- (w_h^n, A_h^{-1}w_h^{n+\frac{1}{2}}) - (w_h^{n+\frac{1}{2}}, A_h^{-1}w_h^n) \right] \\
= \frac{1}{2\Delta t} \left[ (w_h^{n+1}, A_h^{-1}w_h^{n+1}) - (w_h^n, A_h^{-1}w_h^n) \right] \\
= \frac{1}{2\Delta t} \left( \| \nabla A_h^{-1}w_h^{n+1} \|^2 - \| \nabla A_h^{-1}w_h^n \|^2 \right). \tag{3.28}
\]

Using (3.12) on the first RHS term of (3.27) yields

\[
(\nabla \times f^{n+\frac{1}{2}}, A_h^{-1}w_h^{n+\frac{1}{2}}) = (f^{n+\frac{1}{2}} \times \nabla A_h^{-1}w_h^{n+\frac{1}{2}}) \\
\leq C\left( \| f^{n+\frac{1}{2}} \|_{V^*} + h \| f^{n+\frac{1}{2}} \|_{w_h^{n+\frac{1}{2}}} \right) \| w_h^{n+\frac{1}{2}} \|^2 \tag{3.29}
\]

\[
\leq C(\epsilon)\nu^{-1}\left( \| f^{n+\frac{1}{2}} \|_{V^*}^2 + h^2 \| f^{n+\frac{1}{2}} \|_{w_h^{n+\frac{1}{2}}}^2 \right) + \nu \| w_h^{n+\frac{1}{2}} \|^2. 
\]

Using vector identities, integration by parts, and that \( A_h^{-1}w_h^{n+\frac{1}{2}} \) is divergence free, on the first
trilinear term in (3.27) gives

\[
|2(D(w_h^{n+\frac{1}{2}})u_h^{n+\frac{1}{2}}, A_h^{-1}w_h^{n+\frac{1}{2}})| = |(\nabla \times (w_h^{n+\frac{1}{2}} \times u_h^{n+\frac{1}{2}}) - \nabla(u_h^{n+\frac{1}{2}} \cdot w_h^{n+\frac{1}{2}}), A_h^{-1}w_h^{n+\frac{1}{2}})|
\]

\[
= |(\nabla \times (w_h^{n+\frac{1}{2}} \times u_h^{n+\frac{1}{2}}), A_h^{-1}w_h^{n+\frac{1}{2}})| + |(u_h^{n+\frac{1}{2}} \cdot w_h^{n+\frac{1}{2}}, \nabla \cdot A_h^{-1}w_h^{n+\frac{1}{2}})|
\]

The part of the penalty term on the right-hand side of (3.27) is majorized as

\[
-\gamma \nu^{-1}((\nabla \times A_h^{-1}w_h^{n+\frac{1}{2}}) \times u_h^{n+\frac{1}{2}}, (\nabla \times A_h^{-1}w_h^{n+\frac{1}{2}}) \times u_h^{n+\frac{1}{2}})
\]

\[
\leq \gamma \nu^{-1} \left\| (\nabla \times A_h^{-1}w_h^{n+\frac{1}{2}}) \times u_h^{n+\frac{1}{2}} \right\| \left\| (\nabla \times A_h^{-1}w_h^{n+\frac{1}{2}}) \times u_h^{n+\frac{1}{2}} \right\|
\]

\[
\leq \gamma \nu^{-1} \left\| (\nabla \times A_h^{-1}w_h^{n+\frac{1}{2}}) \times u_h^{n+\frac{1}{2}} \right\|^2 + \frac{\gamma \nu^{-1}}{4} \left\| (\nabla \times A_h^{-1}w_h^{n+\frac{1}{2}}) \times u_h^{n+\frac{1}{2}} \right\|^2.
\]

The first term on the right hand side of (3.31) can be bounded using Holder’s inequality, (3.25) and Lemma 3.1.1:

\[
\left\| (\nabla \times A_h^{-1}w_h^{n+\frac{1}{2}}) \times u_h^{n+\frac{1}{2}} \right\|^2 \leq C \left\| \nabla \times A_h^{-1}w_h^{n+\frac{1}{2}} \right\|^2 \left\| u_h^{n+\frac{1}{2}} \right\|^2
\]

\[
\leq C C_0^2 \left\| w_h^{n+\frac{1}{2}} \right\|^2 \left\| \nabla u_h^{n+\frac{1}{2}} \right\|^2
\]

\[
\leq C C_0^2 C_u^2 \left\| \nabla u_h^{n+\frac{1}{2}} \right\|^2.
\]

Substituting back into (3.31) we now have

\[
-\gamma \nu^{-1}((\nabla \times A_h^{-1}w_h^{n+\frac{1}{2}}) \times u_h^{n+\frac{1}{2}}, (\nabla \times A_h^{-1}w_h^{n+\frac{1}{2}}) \times u_h^{n+\frac{1}{2}})
\]

\[
\leq \gamma \nu^{-1}C C_0^2 C_u^2 \left\| \nabla u_h^{n+\frac{1}{2}} \right\|^2 + \frac{\gamma \nu^{-1}}{4} \left\| (\nabla \times A_h^{-1}w_h^{n+\frac{1}{2}}) \times u_h^{n+\frac{1}{2}} \right\|^2.
\]
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The second trilinear term in (3.27) can be bounded using Lemma 3.1.1 and 3.1.2 to obtain

\[
2(D(w_h^{n+\frac{1}{2}}, u_h^{n+\frac{1}{2}}, A_h^{-1}w_h^{n+\frac{1}{2}}) \leq C \left\| \nabla w_h^{n+\frac{1}{2}} \right\| \left\| u_h^{n+\frac{1}{2}} \right\| \left\| A_h^{-1}w_h^{n+\frac{1}{2}} \right\|_{L^\infty} \\
\leq C(\epsilon)C_4\nu^{-1} \left\| \nabla w_h^{n+\frac{1}{2}} \right\|^2 + \nu \epsilon \left\| w_h^{n+\frac{1}{2}} \right\|^2 \tag{3.35}
\]

\[
\leq C(\epsilon)C_4C_5\nu^{-1} + \nu \epsilon \left\| w_h^{n+\frac{1}{2}} \right\|^2. \tag{3.36}
\]

Using (3.14) gives

\[
\nu(\nabla w_h^{n+\frac{1}{2}}, \nabla A_h^{-1}w_h^{n+\frac{1}{2}}) \leq C\nu(\left\| w_h^{n+\frac{1}{2}} \right\| + \left\| w_h^{n+\frac{1}{2}} \right\|^2 + h \left\| \nabla w_h^{n+\frac{1}{2}} \right\|) \left\| w_h^{n+\frac{1}{2}} \right\| \\
\leq C(\epsilon)\nu(\left\| w_h^{n+\frac{1}{2}} \right\|^2 + \left\| w_h^{n+\frac{1}{2}} \right\|^2 + h^2 \left\| \nabla w_h^{n+\frac{1}{2}} \right\|^2)
\]

\[
+ \nu \epsilon \left\| w_h^{n+\frac{1}{2}} \right\|^2 \leq C(\epsilon)C_u^2\nu + \nu \epsilon \left\| w_h^{n+\frac{1}{2}} \right\|^2. \tag{3.37}
\]

Finally, Cauchy Schwarz, Young’s inequality, and the definition of $w_h^{n+\frac{1}{2}}$ yield

\[
\frac{1}{\Delta t}(w_h^{n+1} - w_h^n, A_h^{-1}w_h^{n+\frac{1}{2}}) \leq \left\| I_h(\nabla \times (\frac{u^{n+1} - u^n}{\Delta t})) \right\| \left\| A_h^{-1}w_h^{n+\frac{1}{2}} \right\| \\
\leq C_0 \left\| I_h(\nabla \times (u(t^{n+1}) + u(t^n))) \right\| \left\| w_h^{n+\frac{1}{2}} \right\| \tag{3.38}
\]

\[
\leq C_0C(\epsilon)\nu^{-1} \left( \left\| I_h(\nabla \times u(t^{n+1})) \right\|^2 + \left\| I_h(\nabla \times u(t^n)) \right\|^2 \right)
\]

\[
+ \nu \epsilon \left\| w_h^{n+\frac{1}{2}} \right\|^2 \leq C_0C(\epsilon)\nu^{-1} + \nu \epsilon \left\| w_h^{n+\frac{1}{2}} \right\|^2.
\]

Substitute into (3.27) using (3.28)-(3.38) to get

\[
\frac{1}{2\Delta t} \left( \left\| A_h^{-1}w_h^{n+1} \right\|^2 - \left\| A_h^{-1}w_h^n \right\|^2 \right) + \nu \left( 1 - \frac{1}{2\gamma} - 4\epsilon \right) \left\| w_h^{n+\frac{1}{2}} \right\|^2 \\
\leq C\nu^{-1} \left( \left\| w_h^{n+\frac{1}{2}} \right\|^2 + 2h \left\| w_h^{n+\frac{1}{2}} \right\|^2 \right) + \gamma\nu^{-1}CC_0C_5^2 \left\| \nabla u_h^{n+\frac{1}{2}} \right\|^2
\]

\[
+ C(\epsilon)C_4\nu^{-1}C_u^2 + C(\epsilon)\nu C_u^2 + C_0C(\epsilon)\nu^{-1}. \tag{3.39}
\]
Choosing an arbitrarily small $\epsilon$, the penalty parameter $\gamma$ satisfying $(1 - \frac{1}{2^2} - 4\epsilon) > 0$, multiplying by $2\Delta t$, and summing from $0$ to $M - 1$ yield

\[
\left\| \nabla A_h^{-1} w_{h}^M \right\|^2 + \Delta t \sum_{n=0}^{M-1} \frac{1}{4} \nu \left\| w_{h}^{n+\frac{1}{2}} \right\|^2 \leq \nu^{-1} \Delta t C \sum_{n=0}^{M-1} \left( \left\| f_{h}^{n+\frac{1}{2}} \right\|^2 \nu_{h}^* + h^2 \left\| f_{n+\frac{1}{2}} \right\|^2 \right) \\
+ C(\nu^{-1}, C_4, C_u, \nu) + \left\| \nabla A_h^{-1} w_{h}^0 \right\|^2 + \gamma \nu^{-2} C C_0 C_u \Delta t \sum_{n=0}^{M-1} \nu \left\| \nabla u_{h}^{n+\frac{1}{2}} \right\|^2.
\]

Using the result for the velocity stability bound on the last sum of (3.40) finishes the proof.

\[
(3.40)
\]

### 3.2 Numerical Results

We now present two numerical experiments to test the VVH method studied in this chapter. For all tests, we use $(P_3, P_2^{disc})$ Scott-Vogelius elements, on barycenter-refined tetrahedral meshes. To solve the linear systems, we use the robust and efficient method proposed in [56] for this element choice. This is the lowest order element pair that is LBB stable on this mesh. The first experiment confirms expected convergence rates, and the second tests the method on 3D channel flow over a step.

All computations use $\gamma = 0$. In the computations, vorticity appears to be stable with this choice, and so it was not necessary to add this (costly) stabilization term. However, proving discrete stability of vorticity does not seem possible in this case, and so its use is believed to cover a gap in the analysis only.

#### 3.2.1 Convergence Rates

Our first experiment is used to test convergence rates for the problem $\Omega = (0,1)^3$, where the true solution is given by

\[
\mathbf{u}(x, y, z, t) = \begin{pmatrix}
(1 + .01t) \cos(2\pi z) \\
(1 + .01t) \sin(2\pi z) \\
(1 + .01t) \sin(2\pi x)
\end{pmatrix}
\]

For this problem we take $\nu = 1$, and initial condition $\mathbf{u}_h^0 = P_{V_h}(\mathbf{u}_0)$, $w_{h}^0 = P_{V_h}(\nabla \times \mathbf{u}_0)$. We compute with end time $T = 1$, and monitor error while decreasing the values of $\Delta t$ with $h$. Uniform meshes
are used in the sense that each mesh divides $\Omega$ into equal size cubes, then divides each cube into six tetrahedra, and then performs a barycenter refinement of each tetrahedra. In the tables, $h$ denotes the length of a side of a cube. For the velocity boundary condition, we use the nodal interpolant of the true solution on the boundary. For the vorticity boundary condition, we compute three different ways, all using a Dirichlet condition for discrete vorticity: using the nodal interpolant of the true vorticity, using the nodal interpolant of the $L^2$ projection of the curl of the discrete velocity into $V_h$, and also using a simple local averaging of the curl of the discrete velocity.

The results are shown in Tables 3.1-3.3, respectively. With our choice of elements and a trapezoidal time discretization, optimal error is $O(\Delta t^2 + h^3)$, and since we tie together the spatial and temporal refinements by cutting $\Delta t$ in third when $h$ is cut in half, $O(h^3)$ is optimal. All three vorticity boundary conditions provide similar results: suboptimal rates are observed in the $L^2(0,T;H^1(\Omega))$ norm until the last mesh refinement, when the rate jumps to around 3. We also see that for the velocity in the $L^2(0,T;L^2(\Omega))$ norm we see optimal convergence rates, where as the vorticity in the $L^2(0,T;L^2(\Omega))$ norm we do not seem to recover any $L^2$ lift. Here, while the errors observed using the (more practical) non-exact boundary conditions are expectably larger, the rates of convergence observed do not seem to decrease. A complete convergence theory for the method currently appears impenetrable without several assumptions not needed for usual NSE analysis, but progress on this front will likely lead to answers about boundary-dependence of convergence rates.

<table>
<thead>
<tr>
<th>$h$</th>
<th>dof</th>
<th>$\Delta t$</th>
<th>$|u - u_h|_{L^2(0,T;L^2(\Omega))}$</th>
<th>Rate</th>
<th>$|u - u_h|_{L^2(0,T;H^1(\Omega))}$</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>10,218</td>
<td>1</td>
<td>3.8609e-2</td>
<td>-</td>
<td>8.6168e-2</td>
<td>-</td>
</tr>
<tr>
<td>1/4</td>
<td>78,462</td>
<td>1/3</td>
<td>2.3317e-3</td>
<td>4.0495</td>
<td>9.5332e-3</td>
<td>3.1761</td>
</tr>
<tr>
<td>1/6</td>
<td>261,474</td>
<td>1/6</td>
<td>4.6873e-4</td>
<td>3.9568</td>
<td>2.7359e-3</td>
<td>3.0787</td>
</tr>
<tr>
<td>1/8</td>
<td>615,990</td>
<td>1/9</td>
<td>1.5074e-4</td>
<td>3.9435</td>
<td>1.1360e-3</td>
<td>3.0533</td>
</tr>
<tr>
<td>1/10</td>
<td>1,198,746</td>
<td>1/18</td>
<td>5.9864e-5</td>
<td>4.1385</td>
<td>5.4716e-4</td>
<td>3.2738</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$h$</th>
<th>$\Delta t$</th>
<th>$|w - w_h|_{L^2(0,T;L^2(\Omega))}$</th>
<th>Rate</th>
<th>$|w - w_h|_{L^2(0,T;H^1(\Omega))}$</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>1</td>
<td>4.4557e-1</td>
<td>-</td>
<td>2.1412</td>
<td>-</td>
</tr>
<tr>
<td>1/4</td>
<td>1/3</td>
<td>4.6819e-2</td>
<td>3.2505</td>
<td>4.4218e-1</td>
<td>2.2577</td>
</tr>
<tr>
<td>1/6</td>
<td>1/6</td>
<td>1.2533e-2</td>
<td>3.2504</td>
<td>1.7694e-1</td>
<td>2.2589</td>
</tr>
<tr>
<td>1/8</td>
<td>1/9</td>
<td>5.0199e-3</td>
<td>3.1804</td>
<td>9.4030e-2</td>
<td>2.1976</td>
</tr>
<tr>
<td>1/10</td>
<td>1/18</td>
<td>2.4978e-3</td>
<td>3.1280</td>
<td>4.8454e-2</td>
<td>2.9712</td>
</tr>
</tbody>
</table>

Table 3.1: Velocity and Vorticity errors and convergence rates using the nodal interpolant of the true vorticity for the vorticity boundary condition.
Table 3.2: Velocity and Vorticity errors and convergence rates using the nodal interpolant of the $L^2$ projection of the curl of the discrete velocity into $\mathbf{V}_h$, for the vorticity boundary condition.

<table>
<thead>
<tr>
<th>$h$</th>
<th>$\Delta t$</th>
<th>$| u - u_h |_{L^2(0,T;L^2(\Omega))}$</th>
<th>Rate</th>
<th>$| u - u_h |_{L^2(0,T;H^1(\Omega))}$</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>1/1</td>
<td>3.8609e-2</td>
<td>-</td>
<td>8.6168e-2</td>
<td>-</td>
</tr>
<tr>
<td>1/4</td>
<td>1/3</td>
<td>2.3317e-3</td>
<td>4.0495</td>
<td>9.5343e-3</td>
<td>3.1760</td>
</tr>
<tr>
<td>1/6</td>
<td>1/6</td>
<td>4.6873e-4</td>
<td>3.9568</td>
<td>2.7361e-3</td>
<td>3.0788</td>
</tr>
<tr>
<td>1/8</td>
<td>1/9</td>
<td>1.5074e-4</td>
<td>3.9435</td>
<td>1.1361e-3</td>
<td>3.0552</td>
</tr>
<tr>
<td>1/10</td>
<td>1/18</td>
<td>5.9864e-5</td>
<td>4.1385</td>
<td>5.4719e-4</td>
<td>3.2739</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$h$</th>
<th>$\Delta t$</th>
<th>$| w - w_h |_{L^2(0,T;L^2(\Omega))}$</th>
<th>Rate</th>
<th>$| w - w_h |_{L^2(0,T;H^1(\Omega))}$</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>1/1</td>
<td>7.0753e-1</td>
<td>-</td>
<td>2.7086</td>
<td>-</td>
</tr>
<tr>
<td>1/4</td>
<td>1/3</td>
<td>7.3843e-2</td>
<td>3.2603</td>
<td>5.1060e-1</td>
<td>2.4073</td>
</tr>
<tr>
<td>1/6</td>
<td>1/6</td>
<td>1.9136e-2</td>
<td>3.3304</td>
<td>1.9562e-1</td>
<td>2.3662</td>
</tr>
<tr>
<td>1/8</td>
<td>1/9</td>
<td>7.4270e-3</td>
<td>3.2899</td>
<td>1.0169e-1</td>
<td>2.2742</td>
</tr>
<tr>
<td>1/10</td>
<td>1/18</td>
<td>3.4219e-3</td>
<td>3.4728</td>
<td>5.2398e-2</td>
<td>2.9715</td>
</tr>
</tbody>
</table>

Table 3.3: Velocity and Vorticity errors and convergence rates using nodal averages of the curl of the discrete velocity for the vorticity boundary condition.

<table>
<thead>
<tr>
<th>$h$</th>
<th>$\Delta t$</th>
<th>$| u - u_h |_{L^2(0,T;L^2(\Omega))}$</th>
<th>Rate</th>
<th>$| u - u_h |_{L^2(0,T;H^1(\Omega))}$</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>1/1</td>
<td>3.8609e-2</td>
<td>-</td>
<td>8.6168e-2</td>
<td>-</td>
</tr>
<tr>
<td>1/4</td>
<td>1/3</td>
<td>2.3317e-3</td>
<td>4.0495</td>
<td>9.5343e-3</td>
<td>3.1760</td>
</tr>
<tr>
<td>1/6</td>
<td>1/6</td>
<td>4.6873e-4</td>
<td>3.9568</td>
<td>2.7361e-3</td>
<td>3.0788</td>
</tr>
<tr>
<td>1/8</td>
<td>1/9</td>
<td>1.5074e-4</td>
<td>3.9435</td>
<td>1.1361e-3</td>
<td>3.0552</td>
</tr>
<tr>
<td>1/10</td>
<td>1/18</td>
<td>5.9864e-5</td>
<td>4.1385</td>
<td>5.4719e-4</td>
<td>3.2739</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$h$</th>
<th>$\Delta t$</th>
<th>$| w - w_h |_{L^2(0,T;L^2(\Omega))}$</th>
<th>Rate</th>
<th>$| w - w_h |_{L^2(0,T;H^1(\Omega))}$</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>1/1</td>
<td>6.9951e-1</td>
<td>-</td>
<td>2.6394</td>
<td>-</td>
</tr>
<tr>
<td>1/4</td>
<td>1/3</td>
<td>8.0245e-2</td>
<td>3.0606</td>
<td>5.0373e-1</td>
<td>2.3895</td>
</tr>
<tr>
<td>1/6</td>
<td>1/6</td>
<td>2.0989e-2</td>
<td>3.3075</td>
<td>1.9434e-1</td>
<td>2.3490</td>
</tr>
<tr>
<td>1/8</td>
<td>1/9</td>
<td>8.2120e-3</td>
<td>3.2619</td>
<td>1.0115e-1</td>
<td>2.2699</td>
</tr>
<tr>
<td>1/10</td>
<td>1/18</td>
<td>3.8818e-3</td>
<td>3.3579</td>
<td>5.2427e-2</td>
<td>2.9451</td>
</tr>
</tbody>
</table>
3.2.2 3D Channel Flow Over a Forward-Backward Facing Step

The next experiment tests the scheme on 3d flow over a forward-backward facing step, studied in [43, 15]. In the problem the channel is modeled by a $[0, 10] \times [0, 40] \times [0, 10]$ rectangular box, with a $10 \times 1 \times 1$ step on the bottom of the channel, beginning 5 units into the channel. A diagram of the flow domain is shown in Figure 3.1.

![Flow domain diagram](image)

Figure 3.1: Flow domain for the 3d step test problem.

We compute to end-time $T = 10$, $\nu = \frac{1}{200}$, and $\Delta t = .025$. No-slip boundary conditions are used on the top, bottom, and sides of the channel, as well as on the step, and an inflow=outflow condition is employed for both. For the initial condition, we use the $Re = 20$ steady solution. Note this is consistent with [15] but in contrast to [43], where a constant inflow profile ($u(x, 0, z) = <0, 1, 0>$) is used; such a boundary condition is non-physical, but also not usable in a method that solves for vorticity (since it will blow up as $h \to 0$ at the inflow edges). We compute the solution on a barycenter-refined tetrahedral mesh, which provides 1,282,920 total degrees of freedom. For the vorticity boundary condition on the walls and sides, we tried Dirichlet conditions that it be a nodal interpolant of the local average of the curl of the velocity, simply zero, and the projection of the curl of the velocity into $\mathbf{V}_h$. Only for the case of nodal averaging did we see the expected results, shown in Figure 3.2 as a speed contour plot of the sliceplane $x=5$ with overlaying streamlines, where eddies form behind the step and shed. Plots of vorticity magnitude and helical density are also provided. For the case of zero vorticity boundary condition latter, the simulation did not capture eddy detachment, and for the projection boundary condition, we saw instabilities occur and a bad solution resulted.
Figure 3.2: Shown above are (top) speed contours and streamlines, (middle) vorticity magnitude, and (bottom) helical density, from the fine mesh computation at time $t = 10$ at the $x = 5$ mid-slice-plane for the 3d step problem with nodal averaging vorticity boundary condition.
Chapter 4

Natural vorticity boundary conditions for coupled vorticity equations

This chapter derives new natural boundary conditions for the vorticity equations that result from the application of the curl operator to the steady NSE momentum equation, given by

\[-\nu \Delta w + (u \cdot \nabla)w - (w \cdot \nabla)u = \nabla \times f.\] (4.1)

A finite element method for solving the 3d vorticity equations is presented to test the accuracy of the proposed boundary conditions, and results from a simple numerical experiment are presented verifying optimal convergence rates are achieved. We note that the vorticity boundary conditions presented herein could also easily be derived for the time-dependent vorticity equations, and would apply equally well to the vorticity-helical density equations studied in the previous chapter.

4.1 Derivation

Suppose we are given some general Dirichlet boundary condition for the velocity in the NSE, i.e. \( u = g \) on \( \partial \Omega \). We are mainly interested in the case where \( \partial \Omega \) is a solid wall with no-slip (\( g = 0 \))
boundary conditions, and so leaving $g$ to be general includes this case. Our first vorticity boundary condition easily follows:

$$w \cdot n = (\nabla \times g) \cdot n \quad \text{on} \; \partial \Omega. \quad (4.2)$$

To deduce two more boundary conditions for $w$, consider the incompressible NSE written in rotational form (see, e.g. [32] for more on rotational form of NSE),

$$\nu \nabla \times w + w \times u + \nabla P = f,$$

where $P = \frac{1}{2} |u|^2 + p$ is the Bernoulli pressure. Taking the tangential component of both sides of this equation gives

$$\nu(\nabla \times w) \times n = (f - \nabla P - w \times g) \times n \quad \text{on} \; \partial \Omega, \quad (4.3)$$

which provides two more boundary conditions for $w$ in terms of the primitive NSE velocity and pressure variables. In velocity-vorticity splitting schemes where the NSE momentum equation is used for the velocity (as in the work of Wong and Baker [62] or the scheme presented in the previous chapter of this work), the NSE velocity and pressure are considered as knowns when solving the vorticity (or vorticity-helical density) equations.

We observe that the boundary condition (4.3) is the natural boundary condition for the following weak formulation of the vorticity equation: Find $w \in H_0(\text{div}) \cap H(\text{curl})$ satisfying

$$\nu(\nabla \times w, \nabla \times v) + \nu(\nabla \cdot w, \nabla \cdot v) + ((u \cdot \nabla)w - (w \cdot \nabla)u, v) + \int_{\partial \Omega} (w \times g) \times n \cdot v \, ds = (\nabla \times f, v) + \int_{\partial \Omega} ((f - \nabla P) \times n) \cdot v \, ds, \quad (4.4)$$

for any $v \in H_0(\text{div}) \cap H(\text{curl})$.

To avoid computing pressure gradient over $\partial \Omega$ we rewrite the last term in (4.4) using integration by parts on $\partial \Omega$. To this end, we use the surface gradient and divergence, defined as:

$$\nabla_\Gamma p = \nabla p - (n \cdot \nabla p)n, \; \text{and} \; \text{div}_\Gamma v = \text{tr}(\nabla_\Gamma v),$$

which are intrinsic surface quantities and do not depend on an extension of a scalar function $p$ and a vector quantity $v$ off a surface. We also need the following identity, proved in [34], for a smooth,
closed surface $\Gamma$:
\[
\int_{\Gamma} p \text{div} v + v \cdot \nabla \Gamma p \, ds = \int_{\Gamma} \kappa(v \cdot n) p \, ds, \tag{4.5}
\]
where $\kappa$ is the surface mean curvature.

From the definition of the surface gradient we immediately get the identity:
\[
(\nabla P) \times n = (\nabla_{\Gamma} P) \times n.
\]

Hence, with (4.5) we see
\[
\oint_{\partial \Omega} \left( ((\nabla P) \times n) \cdot v \right) \, ds = \oint_{\partial \Omega} \left( (\nabla_{\Gamma} P) \times n \right) \cdot v \, ds = \oint_{\partial \Omega} (v \times n) \cdot \nabla_{\Gamma} P \, ds
= -\oint_{\partial \Omega} P \text{div}_{\Gamma}(v \times n) \, ds. \tag{4.6}
\]

Finally, using $v \cdot n = 0$ we have
\[
\text{div}_{\Gamma} (v \times n) = (\nabla \times v) \cdot n.
\]

Thus, the weak formulation of the vorticity equation now reads: Find $w \in H_0(\text{div}) \cap H(\text{curl})$ satisfying
\[
\nu(\nabla \times w, \nabla \times v) + \nu(\nabla \cdot w, \nabla \cdot v) + ((u \cdot \nabla)w - (w \cdot \nabla)u, v)
+ \oint_{\partial \Omega} ((w \times g) \times n) \cdot v \, ds = (\nabla \times f, v) + \oint_{\partial \Omega} (f \times n) \cdot v \, ds + \oint_{\partial \Omega} P(\nabla \times v) \cdot n \, ds, \tag{4.7}
\]
for any $v \in H_0(\text{div}) \cap H(\text{curl})$. In the case of no slip boundary conditions ($g = 0$), the system reduces to
\[
\nu(\nabla \times w, \nabla \times v) + \nu(\nabla \cdot w, \nabla \cdot v) + ((u \cdot \nabla)w - (w \cdot \nabla)u, v)
= (\nabla \times f, v) + \oint_{\partial \Omega} (f \times n) \cdot v \, ds + \oint_{\partial \Omega} P(\nabla \times v) \cdot n \, ds. \tag{4.8}
\]

### 4.2 Numerical Results

In this section we consider a basic 3d numerical test designed to evaluate the accuracy of a numerical scheme implementing our new vorticity boundary conditions. Let $I$ denote some...
interpolation operator on $\partial \Omega$. The scheme we propose to compute with is given in two steps:

**Step 1:**

\begin{align*}
\nu(\nabla u_h, \nabla v_h) + (u_h \cdot \nabla u_h, v_h) - (p_h, \nabla \cdot v_h) &= (f, v_h) \\
(\nabla \cdot u_h, q_h) &= 0 \\
u u_h|_{\partial \Omega} &= I(g)
\end{align*}

**Step 2:**

\begin{align*}
\nu(\nabla \times w_h, \nabla \times v_h) + \nu(\nabla \cdot w_h, \nabla \cdot v_h) + ((u_h \cdot \nabla)w_h - (w_h \cdot \nabla)u_h, v_h) + \int_{\partial \Omega} ((w_h \times g) \times n) \cdot v_h \, ds &= (\nabla \times f, v_h) \\
&+ \int_{\partial \Omega} (f \times n) \cdot v_h \, ds + \int_{\partial \Omega} p(\nabla \times v_h) \cdot n \, ds \\
(w_h - I(\nabla \times g)) \cdot n|_{\partial \Omega} &= 0.
\end{align*}

Our 3d numerical experiment is designed to test convergence rates for the problem $\Omega = (0,1)^3$, where the true, steady NSE solution is given by

\begin{align*}
u_1(x, y, z) &= \sin(2\pi y) \\
u_2(x, y, z) &= \cos(2\pi z) \\
u_3(x, y, z) &= e^x \\
p(x, y, z) &= \sin(2\pi x) + \cos(2\pi y) + \sin(2\pi z),
\end{align*}

where $p$ denotes the standard NSE pressure. Because we are given nonhomogenous boundary conditions for the velocity, if we want to enforce vorticity boundary conditions only with boundary integrals, we must include the left hand side term $\int_{\partial \Omega} ((w_h \times g) \times n) \cdot v_h \, ds$ in the vorticity equation.

We compute with Reynolds number $Re = 1$ and force field

\[ f = u \cdot \nabla u + \nabla p - \nu \Delta u \]

as determined by the true NSE solution. Velocity and vorticity approximations are computed using $Q_2$ elements, while $Q_1$ elements are used for the pressure. All computations were performed using the software deal.II [6, 7].
For our choice of finite element spaces optimal convergence in the $H^1(\Omega)$ norm is $O(h^2)$, and hence we compute on a series of uniform hexahedral meshes, each of which is one uniform refinement of the previous mesh (i.e. $h$ is cut in half with each successive mesh). Velocity and vorticity errors are shown in Tables 4.1 and 4.2. Both velocity and vorticity errors are optimal in the energy norm $H^1(\Omega)$.

<table>
<thead>
<tr>
<th>$h$</th>
<th>$|u - u_h|_0$</th>
<th>rate</th>
<th>$|u - u_h|_1$</th>
<th>rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>1.31726E-1</td>
<td></td>
<td>2.08727</td>
<td></td>
</tr>
<tr>
<td>1/4</td>
<td>1.80537E-2</td>
<td>2.87</td>
<td>5.66015E-1</td>
<td>1.97</td>
</tr>
<tr>
<td>1/8</td>
<td>2.3043E-3</td>
<td>2.97</td>
<td>1.43775E-1</td>
<td>1.98</td>
</tr>
<tr>
<td>1/16</td>
<td>2.90438E-4</td>
<td>2.99</td>
<td>3.60712E-2</td>
<td>1.99</td>
</tr>
</tbody>
</table>

Table 4.1: Velocity errors and convergence rates for the first 3d numerical experiment

<table>
<thead>
<tr>
<th>$h$</th>
<th>$|w - w_h|_0$</th>
<th>rate</th>
<th>$|w - w_h|_1$</th>
<th>rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>1.08737</td>
<td></td>
<td>14.2486</td>
<td></td>
</tr>
<tr>
<td>1/4</td>
<td>1.59229E-1</td>
<td>2.77</td>
<td>3.79774</td>
<td>1.91</td>
</tr>
<tr>
<td>1/8</td>
<td>2.61973E-2</td>
<td>2.60</td>
<td>9.53532E-1</td>
<td>1.99</td>
</tr>
<tr>
<td>1/16</td>
<td>5.43578E-3</td>
<td>2.27</td>
<td>2.37986E-1</td>
<td>2.00</td>
</tr>
</tbody>
</table>

Table 4.2: Vorticity errors and convergence rates for the first 3d numerical experiment
Chapter 5

A New Reduced Order Multiscale Deconvolution Model

This chapter proposes a new reduced order multiscale deconvolution model (MDM). This model leads to a natural, efficient numerical scheme that is both unconditionally stable and optimally accurate. Numerical tests are provided that confirm the effectiveness of the scheme.

5.1 Derivation

Recall the NSE, given by

\[ u_t + u \cdot \nabla u + \nabla p - \nu \Delta u = f \]
\[ \nabla \cdot u = 0. \]  

(5.1)  
(5.2)

In this chapter we will only consider homogenous Dirichlet boundary conditions for the velocity \( u \). Our model formulation will use two different incompressible Helmholtz filters, the first of which is
defined by

\[-\alpha^2 \Delta \mathbf{u} + \alpha^2 \nabla \lambda + \mathbf{u} = u, \quad (5.3)\]
\[\nabla \cdot \mathbf{u} = 0, \quad (5.4)\]
\[(\mathbf{u} - \mathbf{u})|_{\partial \Omega} = 0, \quad (5.5)\]

where \(\alpha\) denotes the length scale associated with the filtered velocity \(\mathbf{u}\). For convenience, we will denote the solution operator to (5.3)-(5.5) by \(F_\alpha(\cdot)\), i.e. \(F_\alpha \mathbf{u} = \mathbf{u}\). The second incompressible Helmholtz filter is given by

\[-\gamma^2 \Delta \mathbf{u} + \gamma^2 \nabla \rho + \mathbf{u} = u, \quad (5.6)\]
\[\nabla \cdot \mathbf{u} = 0, \quad (5.7)\]
\[(\mathbf{u} - \mathbf{u})|_{\partial \Omega} = 0, \quad (5.8)\]

where \(\gamma\) is a second, intermediate length scale associated with the filtered velocity \(\mathbf{u}\), satisfying \(0 < \gamma \leq \alpha\). In practice, \(\alpha\) is generally chosen to be the size of the smallest flow structures to be resolved, and \(\gamma\) is a parameter determining the modeling error relative to the NSE. In [22] it was shown that \(\mathbf{u}\) has an explicit form depending on \(\mathbf{u}\) given by

\[\mathbf{u} = \frac{\alpha^2}{\gamma^2} \mathbf{u} - (1 - \frac{\alpha^2}{\gamma^2}) \mathbf{u}, \quad \text{(5.9)}\]

so we will define our multiscale, approximate deconvolution operator \(G_\gamma\) as

\[G_\gamma \mathbf{u} := \frac{\alpha^2}{\gamma^2} \mathbf{u} + (1 - \frac{\alpha^2}{\gamma^2}) \mathbf{u} = \frac{\alpha^2}{\gamma^2} \mathbf{u} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \mathbf{u}. \quad (5.9)\]

Using this definition we immediately see that we can write the intermediate filtered quantity \(\tilde{\phi}\) explicitly as

\[\mathbf{u} \approx \tilde{\mathbf{u}} = G_\gamma \mathbf{u}.\]
Because $F_\alpha$ is invertible we can write $u = F_\alpha^{-1} \tilde{u}$, and using the definition of the $\alpha$-filter (5.3) on the time derivative term, the NSE momentum equation (1.1) becomes

$$
(-\alpha^2 \Delta \tilde{u}_t + \alpha^2 \nabla \lambda_t + \tilde{u}_t) + F_\alpha^{-1} \tilde{u} \cdot \nabla (F_\alpha^{-1} \tilde{u}) + \nabla p - \nu \Delta (F_\alpha^{-1} \tilde{u}) = f.
$$

(5.10)

It was shown in [22] that we have the following local error estimate for the accuracy in approximating the operator $F_\alpha^{-1}$ by $G_\gamma$:

$$
\|u - G_\gamma \tilde{u}\|_{H^k(\Omega)} = \|u - \tilde{u}\|_{H^k(\Omega)} \leq \gamma^2 \|u\|_{H^{k+2}(\Omega)}.
$$

This estimate suggests that multiscale, approximate deconvolution can be used to approximate the inverse of the $\alpha$-filter (i.e. $F_\alpha^{-1} \phi \approx G_\gamma \phi$). Thus, denoting $v := u$ and $q := p + \alpha^2 \lambda_t$ in (5.10), we arrive at

$$
v_t - \alpha^2 \Delta v_t + G_\gamma v \cdot \nabla G_\gamma v + \nabla q - \nu \Delta G_\gamma v = f.
$$

Employing the same multiscale, approximate deconvolution approximation in the conservation of mass equation (5.2) yields $\nabla \cdot G_\gamma u = \nabla \cdot G_\gamma v = 0$. Note that by (5.7) and the definition of the deconvolution operator $G_\gamma$, the new conservation of mass constraint is satisfied via enforcing $\nabla \cdot v = 0$. The reduced order multiscale deconvolution model (RMDM) with incompressible filters for homogenous Dirichlet boundary conditions is then

$$
v_t - \alpha^2 \Delta v_t + G_\gamma v \cdot \nabla G_\gamma v + \nabla q - \nu \Delta G_\gamma v = f
$$

(5.11)

$$
\nabla \cdot v = 0
$$

(5.12)

$$
-\gamma^2 \Delta \tilde{v} + \gamma^2 \nabla \rho + \tilde{v} = v
$$

(5.13)

$$
\nabla \cdot \tilde{v} = 0
$$

(5.14)

$$
(v - \tilde{v})|_{\partial \Omega} = 0.
$$

(5.15)

### 5.2 The Discrete Setting

Define finite dimensional spaces $X_h \subset X$ and $Q_h \subset Q$ to be the Scott-Vogelius (SV) mixed finite element pair $(X_h, Q_h) := (P_k(\tau_h), P_k^{disc}(\tau_h))$. The following discrete filter is defined analogously to its continuous counterpart by taking
its variational formulation and restricting to finite dimensional spaces.

**Definition 5.2.1.** Given $\phi \in L^2(\Omega)$, define $\tilde{\phi}^h$ to be the solution of the problem: Find $(\tilde{\phi}^h, \rho_h) \in (X_h, Q_h)$ satisfying

\[
\gamma^2(\nabla \tilde{\phi}^h, \nabla \chi_h) + (\tilde{\phi}^h, \chi_h) - (\rho_h, \nabla \cdot \chi_h) = (\phi, \chi_h) \quad \forall \chi_h \in X_h, \tag{5.16}
\]

\[
(\nabla \cdot \tilde{\phi}^h, q_h) = 0 \quad \forall q_h \in Q_h. \tag{5.17}
\]

We will denote the solution operator of this discrete filter by $F_h$, i.e. $F_h \phi := \tilde{\phi}^h$. The equivalent discretely divergence-free representation of the filter is: Given $\phi \in L^2(\Omega)$, find $\tilde{\phi}^h \in V_h$ satisfying

\[
\gamma^2(\nabla \tilde{\phi}^h, \nabla \chi_h) + (\tilde{\phi}^h, \chi_h) = (\phi, \chi_h) \quad \forall \chi_h \in V_h.
\]

The following lemma, found in [58], contains useful bounds for discretely filtered functions.

**Lemma 5.2.2.** For $\phi \in L^2(\Omega)$,

\[
\|\tilde{\phi}^h\| \leq \|\phi\|.
\]

For $\phi \in X$, there exists a constant $C$ dependent on the size of $\Omega$ such that

\[
\|\nabla \tilde{\phi}^h\| \leq C \|\nabla \phi\|.
\]

For $\phi \in V_h$,

\[
\|\nabla \tilde{\phi}^h\| \leq \|\nabla \phi\|.
\]

The next lemma provides a bound on the difference between continuously filtered and discretely filtered functions.

**Lemma 5.2.3.** For $\phi \in H^k(\Omega) \cap V$ we have the bound

\[
\|\tilde{\phi} - \tilde{\phi}^h\|^2 + \gamma^2 \|\nabla(\tilde{\phi} - \tilde{\phi}^h)\|^2 \leq C(\gamma^{-2}h^{2k+2} + h^{2k})\|\phi\|^2_{k+1}. \tag{5.18}
\]

For $k \leq 2$, we have the improved bound

\[
\|\tilde{\phi} - \tilde{\phi}^h\|^2 + \gamma^2 \|\nabla(\tilde{\phi} - \tilde{\phi}^h)\|^2 \leq C(h^{2k+2} + \gamma^2 h^{2k})\|\phi\|^2_{k+1}. \tag{5.19}
\]
Proof. Multiplying the \( \gamma \)-filter equation (5.6) by arbitrary \( \chi_h \in V_h \) and integrating over \( \Omega \) yields

\[
\gamma^2(\nabla \tilde{\phi}, \nabla \chi_h) + (\tilde{\phi}, \chi_h) = (\phi, \chi_h).
\]

Subtracting the discrete \( \gamma \)-filter equation (5.16) and denoting \( e = \tilde{\phi} - \tilde{\phi}^h \) gives, for any \( \chi_h \in V_h \),

\[
\gamma^2(\nabla e, \nabla \chi_h) + (e, \chi_h) = 0.
\]

Standard finite element analysis and interpolation estimates produce the bound

\[
\|\tilde{\phi} - \tilde{\phi}^h\|^2 + \gamma^2 \|\nabla (\tilde{\phi} - \tilde{\phi}^h)\|^2 \leq C(h^{2k+2} + \gamma^2 h^{2k})|\phi|_{k+1}^2.
\]

In [47] it was shown that for \( k \geq 3 \) we have the estimate \( \gamma^2 |\tilde{\phi}|_{k+1}^2 \leq C|\phi|_{k+1}^2 \), and hence we get the bound

\[
\|\tilde{\phi} - \tilde{\phi}^h\|^2 + \gamma^2 \|\nabla (\tilde{\phi} - \tilde{\phi}^h)\|^2 \leq C(\gamma^{-2} h^{2k+2} + h^{2k})|\phi|_{k+1}^2.
\]

Additionally, for \( k = 0, 1, 2 \) it was shown in [47] that we have the improved estimate \( |\tilde{\phi}|_k \leq |\phi|_k \), which finishes the proof. \( \square \)

### 5.2.1 An Unconditionally Stable Algorithm for the RMDM

The fully discrete algorithm we study for the RMDM is backward Euler in time and finite element in space.

**Algorithm 5.2.4.** Given two filtering radii \( \alpha \geq \gamma > 0 \), initial velocity \( \mathbf{v}_h^0 \in V_h \), a forcing function \( f \in L^\infty(0, T; H^{-1}(\Omega)) \), end time \( T > 0 \), and timestep \( \Delta t > 0 \), set \( M = \frac{T}{\Delta t} \) and compute for \( n = 1, 2, ..., M - 1 \), and for all \( \chi_h \in X_h \) and \( r_h \in Q_h \),

\[
\frac{\alpha^2}{\Delta t}(\nabla \mathbf{v}_h^{n+1} - \nabla \mathbf{v}_h^n, \nabla \chi_h) + \frac{1}{\Delta t}(\mathbf{v}_h^{n+1} - \mathbf{v}_h^n, \chi_h) + \nu(\nabla \left( \frac{\alpha^2}{\gamma^2} \mathbf{v}_h^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \mathbf{v}_h^n \right), \nabla \chi_h)
\]

\[-(q_h^{n+1}, \nabla \cdot \chi_h) + b^\ast \left( \frac{\alpha^2}{\gamma^2} \mathbf{v}_h^n - \frac{\alpha^2 - \gamma^2}{\gamma^2} \mathbf{v}_h^n, \mathbf{v}_h^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \mathbf{v}_h^n, \chi_h \right) = (f^{n+1}, \chi_h),
\]

\((\nabla \cdot \mathbf{v}_h^{n+1}, r_h) = 0. \tag{5.21}\)
In the following stability analysis we will assume that there exists a constant $C_0 \geq 1$ such that

$$\alpha = C_0 \gamma,$$  \hspace{1cm} (5.22)

i.e. the coarse mesh and fine mesh filtering radii will always be tied together by the constant $C_0$.

**Lemma 5.2.5** (Stability). Solutions to Algorithm 5.2.4 satisfy

$$\alpha^2 \| \nabla v_h^M \|^2 + \| v_h^M \|^2 + \nu \Delta t \sum_{n=0}^{M-1} \| \nabla v_{h}^{n+1} \|^2$$

$$\leq (2 \nu \Delta t (C_0^2 - 1) + C_0^2) \| \nabla v_h^0 \|^2 + C_0^2 \| v_h^0 \|^2 + \nu^{-1} \Delta t \sum_{n=0}^{M-1} \| f^{n+1} \|_{-1}^2 \leq C \nu^{-1},$$  \hspace{1cm} (5.23)

where $C$ depends on data but can be considered independent of $\alpha, \gamma, \Delta t, \nu, \text{and } h$.

**Proof.** Choosing $\chi_h = \frac{\alpha^2}{\gamma^2} v_h^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} v_h^h$ in (5.20) immediately eliminates both the nonlinear and pressure terms, and leaves

$$\alpha^2 \left( \nabla v_{h}^{n+1} - \nabla v_h^h, \nabla \left( \frac{\alpha^2}{\gamma^2} v_{h}^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \tilde{v}_h^h \right) \right) + \frac{1}{\Delta t} \left( v_{h}^{n+1} - v_h^h, \frac{\alpha^2}{\gamma^2} v_{h}^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \tilde{v}_h^h \right)$$

$$+ \nu \left\| \nabla \left( \frac{\alpha^2}{\gamma^2} v_{h}^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \tilde{v}_h^h \right) \right\|^2 = (f^{n+1}, \frac{\alpha^2}{\gamma^2} v_{h}^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \tilde{v}_h^h).$$  \hspace{1cm} (5.24)

We begin by bounding the right hand side term of (5.24) in the usual manner

$$(f^{n+1}, \frac{\alpha^2}{\gamma^2} v_{h}^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \tilde{v}_h^h) \leq \frac{1}{2 \nu} \| f^{n+1} \|_{-1}^2 + \frac{\nu}{2} \left\| \nabla \left( \frac{\alpha^2}{\gamma^2} v_{h}^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \tilde{v}_h^h \right) \right\|^2.$$  \hspace{1cm} (5.25)

Decomposing the first term in (5.24) produces

$$\frac{\alpha^2}{\Delta t} \left( \nabla v_{h}^{n+1} - \nabla v_h^h, \nabla \left( \frac{\alpha^2}{\gamma^2} v_{h}^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \tilde{v}_h^h \right) \right)$$

$$= \frac{\alpha^4}{\gamma^2 \Delta t} (\nabla v_{h}^{n+1} - \nabla v_h^h) \cdot (\nabla v_{h}^{n+1} - \nabla v_h^h) - \frac{\alpha^2 (\alpha^2 - \gamma^2)}{\gamma^2 \Delta t} (\nabla v_{h}^{n+1} - \nabla v_h^h) \cdot (\nabla v_{h}^{n+1} - \nabla v_h^h).$$  \hspace{1cm} (5.26)
Using Cauchy Schwarz and Young’s inequalities and rearranging terms yields

\[
\frac{\alpha^2}{\Delta t} \left( \nabla v_h^{n+1} - \nabla v_h^n, \nabla \left( \frac{\alpha^2}{\gamma^2} v_h^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \nabla v_h^n \right) \right) \geq \frac{\alpha^4}{2\gamma^2 \Delta t} (\| v_h^{n+1} \|^2 - \| v_h^n \|^2) - \frac{\alpha^2 (\alpha^2 - \gamma^2)}{\gamma^2 \Delta t} (\nabla v_h^{n+1}, \nabla v_h^n) + \frac{\alpha^2 (\alpha^2 - \gamma^2)}{\gamma^2 \Delta t} (\nabla v_h^n, \nabla v_h^n). 
\]

Because the operator \( F_h \) is both self-adjoint and positive in the \( L^2 \) inner product in \( V_h \), we then get the lower bound

\[
\frac{\alpha^2}{\Delta t} \left( \nabla v_h^{n+1} - \nabla v_h^n, \nabla \left( \frac{\alpha^2}{\gamma^2} v_h^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \nabla v_h^n \right) \right) \geq \frac{\alpha^4}{2\gamma^2 \Delta t} (\| v_h^{n+1} \|^2 - \| v_h^n \|^2) - \frac{\alpha^2 (\alpha^2 - \gamma^2)}{\gamma^2 \Delta t} \left( \| F_h^{1/2} v_h^{n+1} \|^2 - \| F_h^{1/2} v_h^n \|^2 \right). 
\]

Using the same techniques we can produce the following lower bound for the second term in (5.24)

\[
\frac{1}{\Delta t} \left( v_h^{n+1} - v_h^n, \nabla \left( \frac{\alpha^2}{\gamma^2} v_h^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \nabla v_h^n \right) \right) \geq \frac{\alpha^2}{2\gamma^2 \Delta t} (\| v_h^{n+1} \|^2 - \| v_h^n \|^2) - \frac{\alpha^2 - \gamma^2}{2\gamma^2 \Delta t} \left( \| F_h^{1/2} v_h^{n+1} \|^2 - \| F_h^{1/2} v_h^n \|^2 \right). 
\]

Expanding the viscous term in (5.24) gives

\[
\nu \left\| \nabla \left( \frac{\alpha^2}{\gamma^2} v_h^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \nabla v_h^n \right) \right\|^2 = \frac{\nu \alpha^4}{\gamma^4} \| \nabla v_h^{n+1} \|^2 + \frac{\nu (\alpha^2 - \gamma^2)^2}{\gamma^4} \| \nabla v_h^n \|^2 - \frac{2\nu \alpha^2 (\alpha^2 - \gamma^2)}{\gamma^4} (\nabla v_h^{n+1}, \nabla v_h^n). 
\]

Using the Cauchy-Schwarz inequality yields

\[
\nu \left\| \nabla \left( \frac{\alpha^2}{\gamma^2} v_h^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \nabla v_h^n \right) \right\|^2 \geq \frac{\nu \alpha^4}{\gamma^4} \| \nabla v_h^{n+1} \|^2 + \frac{\nu (\alpha^2 - \gamma^2)^2}{\gamma^4} \| \nabla v_h^n \|^2 - \frac{2\nu \alpha^2 (\alpha^2 - \gamma^2)}{\gamma^4} \left( \frac{1}{2} \| \nabla v_h^{n+1} \|^2 + \frac{1}{2} \| \nabla v_h^n \|^2 \right), 
\]

which, after simplifying, leads to the lower bound

\[
\nu \left\| \nabla \left( \frac{\alpha^2}{\gamma^2} v_h^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \nabla v_h^n \right) \right\|^2 \geq \frac{\nu \alpha^2}{\gamma^2} \| \nabla v_h^{n+1} \|^2 - \frac{\nu (\alpha^2 - \gamma^2)^2}{\gamma^2} \| \nabla v_h^n \|^2. 
\]
Using Lemma 5.2.2 then gives

$$
\nu \left\| \nabla \left( \frac{\alpha^2}{\gamma^2} v_h^+ - \frac{\alpha^2 - \gamma^2}{\gamma^2} v_h^{-1} \right) \right\|^2 \geq \frac{\nu \alpha^2}{\gamma^2} \left\| \nabla v_h^+ \right\|^2 - \frac{\nu (\alpha^2 - \gamma^2)}{\gamma^2} \left\| \nabla v_h^- \right\|^2 \\
= \nu \left\| \nabla v_h^+ \right\|^2 + \frac{\nu (\alpha^2 - \gamma^2)}{\gamma^2} \left( \left\| \nabla v_h^+ \right\|^2 - \left\| \nabla v_h^- \right\|^2 \right). \quad (5.33)
$$

Applying the bounds in (5.25)-(5.33) to (5.24) yields

$$
\frac{\alpha^4}{2 \Delta t^2} \left( \left\| \nabla v_h^{n+1} \right\|^2 - \left\| \nabla v_h^n \right\|^2 \right) + \frac{\alpha^2}{2 \Delta t} \left( \left\| \nabla F_h^{1/2} v_h^+ \right\|^2 - \left\| \nabla F_h^{1/2} v_h^{-1} \right\|^2 \right) \\
+ \frac{\alpha^2}{2 \Delta t^2} \left( \left\| v_h^{n+1} \right\|^2 - \left\| v_h^n \right\|^2 \right) + \frac{\alpha^2 - \gamma^2}{2 \Delta t^2} \left( \left\| F_h^{1/2} v_h^+ \right\|^2 - \left\| F_h^{1/2} v_h^{-1} \right\|^2 \right) + \nu \left\| \nabla v_h^+ \right\|^2 \\
+ \frac{\nu (\alpha^2 - \gamma^2)}{\gamma^2} \left( \left\| \nabla v_h^+ \right\|^2 - \left\| \nabla v_h^- \right\|^2 \right) \leq \frac{1}{2} \nu^{-1} \left\| F^{n+1} \right\|_{-1}^2. \quad (5.34)
$$

Summing from $n = 0$ to $M - 1$ and multiplying by $\Delta t$ gives

$$
\left( \frac{\alpha^4}{2 \gamma^2} \left\| \nabla v_h^M \right\|^2 - \frac{\alpha^2 (\alpha^2 - \gamma^2)}{2 \gamma^2} \left\| \nabla F_h^{1/2} v_h^M \right\|^2 \right) + \left( \frac{\alpha^2}{2 \gamma^2} \left\| v_h^M \right\|^2 - \frac{\alpha^2 - \gamma^2}{2 \gamma^2} \left\| F_h^{1/2} v_h^M \right\|^2 \right) \\
+ \frac{\nu \Delta t (\alpha^2 - \gamma^2)}{\gamma^2} \left\| \nabla v_h^M \right\|^2 + \nu \Delta t \sum_{n=0}^{M-1} \left\| \nabla v_h^{n+1} \right\|^2 \leq \frac{\nu \Delta t (\alpha^2 - \gamma^2)}{\gamma^2} \left\| \nabla v_h^0 \right\|^2 + \Delta t \nu^{-1} \sum_{n=0}^{M-1} \left\| F^{n+1} \right\|_{-1}^2 \\
+ \left( \frac{\alpha^4}{2 \gamma^2} \left\| v_h^0 \right\|^2 - \frac{\alpha^2 (\alpha^2 - \gamma^2)}{2 \gamma^2} \left\| \nabla F_h^{1/2} v_h^0 \right\|^2 \right) + \left( \frac{\alpha^2}{2 \gamma^2} \left\| v_h^0 \right\|^2 - \frac{\alpha^2 - \gamma^2}{2 \gamma^2} \left\| F_h^{1/2} v_h^0 \right\|^2 \right). \quad (5.35)
$$

Using the Cauchy Schwarz inequality and Lemma 5.2.2 we see that $\left\| F_h^{1/2} \phi \right\|^2 = (\phi, \phi) \leq \left\| \phi \right\|^2$, and similarly $\left\| F_h^{1/2} \phi \right\|^2 \leq \left\| \phi \right\|^2$. Therefore, multiplying by 2 and reducing, we see

$$
\alpha^2 \left\| \nabla v_h^M \right\|^2 + \frac{\nu \Delta t (\alpha^2 - \gamma^2)}{\gamma^2} \left\| \nabla v_h^+ \right\|^2 + \left\| v_h^M \right\|^2 + \nu \Delta t \sum_{n=0}^{M-1} \left\| \nabla v_h^{n+1} \right\|^2 \\
\leq \frac{2 \nu \Delta t (\alpha^2 - \gamma^2)}{\gamma^2} \left\| \nabla v_h^0 \right\|^2 + \alpha^4 \frac{1}{\gamma^2} \left\| \nabla v_h^0 \right\|^2 + \alpha^2 \frac{\gamma^2}{\gamma^2} \left\| v_h^0 \right\|^2 + \Delta t \nu^{-1} \sum_{n=0}^{M-1} \left\| F^{n+1} \right\|_{-1}^2. \quad (5.36)
$$

Substituting $\gamma = \frac{1}{\epsilon_0} \alpha$ and simplifying finishes the proof. \qed

**Remark 5.2.6.** With the current analysis, the assumption $\alpha = C_0 \gamma$ is necessary because of the presence of $\gamma^{-2}$ on the right side of estimate (5.36).
5.3 Error Analysis

We now prove convergence of Algorithm 5.2.4 to solutions of the model (5.11)-(5.15).

**Theorem 5.3.1** (Convergence Estimate). Let \( \alpha \geq \gamma > 0 \) denote two fixed filtering radii, and assume \( v \) to be the model solution to (5.11)-(5.15) satisfying the given problem data of Algorithm 5.2.4. If we assume the model solution satisfies the smoothness conditions

\[
v \in L^\infty(0,T; H^{k+1}(\Omega)), \quad v_t, v_{tt} \in L^\infty(0,T; H^{1}(\Omega))
\]

with \( k \geq 2 \), then for any timestep \( \Delta t > 0 \), the error in the numerical solution from Algorithm 5.2.4 satisfies

\[
\| v^M - v_h^M \|^2 + \alpha^2 \| \nabla(v^M - v_h^M) \|^2 + \nu \Delta t \sum_{n=0}^{M-1} \| \nabla(v^{n+1} - v_h^{n+1}) \|^2 \\
\leq C \nu^{-1} \exp(\nu^{-2}) \left( h^{2k}(\alpha^4 + 1 + \alpha^{-2} + \nu^{-2} + \nu^2 + \nu^2 \alpha^{-2}) \right. \\
+ \left. h^{2k+2}(1 + \alpha^{-4} + \nu^2 \alpha^{-4}) + \Delta t^2(\alpha^4 + 1 + \nu^2) \right),
\]

where \( C \) is a constant dependent only on data, independent of \( \alpha, \gamma, \Delta t, h, \) and \( \nu \).

**Proof.** Throughout this proof we will use \( C \) to represent a generic constant, possibly different at each instance, that is independent of \( \nu, h, \alpha, \gamma, \) and \( \Delta t \). Beginning with (5.11)-(5.12), multiply by \( \chi_h \in V_h \) and integrate over \( \Omega \) to get

\[
\alpha^2(\nabla v_t, \nabla \chi_h) + (v_t, \chi_h) + b^*(G_{\gamma} v, G_{\gamma} \chi_h) + \nu(\nabla G_{\gamma} v, \nabla \chi_h) = (f, \chi_h). \tag{5.37}
\]

After adding and subtracting terms, we then have for \( n = 0, 1, \ldots, M - 1 \) and for any \( \chi_h \in V_h \)

\[
\frac{\alpha^2}{\Delta t} (\nabla v^{n+1} - \nabla v^n, \nabla \chi_h) + \frac{1}{\Delta t} (v^{n+1} - v^n, \chi_h) + \nu \left( \nabla \frac{\alpha^2}{\gamma^2} v^{n+1} - \nabla \frac{\alpha^2 - \gamma^2}{\gamma^2} v_h^n, \nabla \chi_h \right) \\
+ b^* \left( \frac{\alpha^2}{\gamma^2} v^n - \frac{\alpha^2 - \gamma^2}{\gamma^2} v_h^n, \frac{\alpha^2}{\gamma^2} v^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} v_h^n, \chi_h \right) = (f^{n+1}, \chi_h) + G(v, \chi_h, n). \tag{5.38}
\]
where $G(v, \chi_h, n)$ is defined as

$$
G(v, \chi_h, n) := \alpha^2 \left( \frac{\nabla v^{n+1} - \nabla v^n}{\Delta t} - \nabla v_t(t^{n+1}), \nabla \chi_h \right) + \left( \frac{v^{n+1} - v^n}{\Delta t} - v_t(t^{n+1}), \chi_h \right) \\
+ \nu \left[ \left( \frac{\nabla^2 v^{n+1} - \nabla^2 v^n}{\gamma^2} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \nabla^h v^n, \nabla \chi_h \right) - \left( \nabla G \gamma v^{n+1}, \nabla \chi_h \right) \right] \\
- b^* \left( G_\gamma v^{n+1}, v^n, \chi_h \right) - b^* \left( G_\gamma v^n, G_\gamma v^{n+1}, \chi_h \right) \\
- \left[ b^* \left( \nabla^2 v^{n+1}, \alpha^2 \gamma^2 \nabla^h v^n, \nabla \chi_h \right) - b^* \left( \nabla^2 v^n, \alpha^2 \gamma^2 \nabla^h v^{n+1}, \nabla \chi_h \right) \right].
$$

(5.39)

From (5.38) subtract (5.20), restricting $\chi_h \in V_h$, and denote $e^{n+1} = v^{n+1} - v_h^{n+1}$ to get

$$
\frac{\alpha^2}{\Delta t} (\nabla e^{n+1} - \nabla e^n, \nabla \chi_h) + b^* \left( \frac{\alpha^2}{\gamma^2} v^n - \frac{\alpha^2 - \gamma^2}{\gamma^2} v^h, \frac{\alpha^2}{\gamma^2} v^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} v^h, \chi_h \right) \\
+ \frac{1}{\Delta t} (e^{n+1} - e^n, \chi_h) - b^* \left( \frac{\alpha^2}{\gamma^2} v^n - \frac{\alpha^2 - \gamma^2}{\gamma^2} v_h^2, \frac{\alpha^2}{\gamma^2} v^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} v^h, \chi_h \right) \\
+ \nu \left( \nabla \frac{\alpha^2}{\gamma^2} e^{n+1} - \nabla \frac{\alpha^2 - \gamma^2}{\gamma^2} e^h, \nabla \chi_h \right) = G(v, \chi_h, n).
$$

(5.40)

Decompose $e^{n+1} = (v^{n+1} - w_h^{n+1}) + (w_h^{n+1} - v_h^{n+1}) =: \eta^{n+1} + \phi_h^{n+1}$, where $w_h^{n+1}$ is an arbitrarily chosen element of $V_h$. Then we can rewrite (5.40) as

$$
\frac{\alpha^2}{\Delta t} (\nabla \eta^{n+1} - \nabla \eta^n, \nabla \chi_h) + \frac{1}{\Delta t} (\phi_h^{n+1} - \phi_h^n, \chi_h) + \nu \left( \nabla \frac{\alpha^2}{\gamma^2} \eta^{n+1} - \nabla \frac{\alpha^2 - \gamma^2}{\gamma^2} \eta^h, \nabla \chi_h \right) \\
- \frac{\alpha^2}{\Delta t} (\nabla \phi_h^{n+1} - \nabla \phi_h^n, \nabla \chi_h) + \frac{1}{\Delta t} (\phi_h^{n+1} - \phi_h^n, \chi_h) + \nu \left( \nabla \frac{\alpha^2}{\gamma^2} \phi_h^{n+1} - \nabla \frac{\alpha^2 - \gamma^2}{\gamma^2} \phi_h^h, \nabla \chi_h \right) \\
+ G(v, \chi_h, n) - b^* \left( \frac{\alpha^2}{\gamma^2} e^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} e^h, \frac{\alpha^2}{\gamma^2} v^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} v^h, \chi_h \right) \\
- b^* \left( \frac{\alpha^2}{\gamma^2} v^n - \frac{\alpha^2 - \gamma^2}{\gamma^2} v_h^2, \frac{\alpha^2}{\gamma^2} v^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} v^h, \chi_h \right).
$$

(5.41)

Continue by choosing

$$
\chi_h = \frac{\alpha^2}{\gamma^2} \phi_h^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \phi_h^h.
$$

Using similar analysis techniques to those employed in Lemma 5.2.5, we can lower bound the time
derivative terms on the left side of (5.41) as

$$\frac{\alpha^2}{\Delta t} \left( \nabla \phi_h^{n+1} - \nabla \phi_h^n, \nabla \frac{\alpha^2}{\gamma^2} \phi_h^{n+1} - \nabla \frac{\alpha^2}{\gamma^2} \tilde{\phi}_h^n \right)$$

$$\geq \frac{\alpha^4}{2\gamma^2 \Delta t} \left( \| \nabla \phi_h^{n+1} \|^2 - \| \nabla \phi_h^n \|^2 \right) + \frac{\alpha^2 (\alpha^2 - \gamma^2)}{2\gamma^2 \Delta t} \left( \| F_{h/2}^{1/2} \phi_h^{n+1} \|^2 - \| F_{h/2}^{1/2} \phi_h^n \|^2 \right),$$  

(5.42)

and,

$$\frac{1}{\Delta t} \left( \phi_h^{n+1} - \phi_h^n, \frac{\alpha^2}{\gamma^2} \phi_h^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \tilde{\phi}_h^n \right)$$

$$\geq \frac{\alpha^2}{2\gamma^2 \Delta t} \left( \| \phi_h^{n+1} \|^2 - \| \phi_h^n \|^2 \right) + \frac{\alpha^2 - \gamma^2}{2\gamma^2 \Delta t} \left( \| F_{h/2}^{1/2} \phi_h^n \|^2 - \| F_{h/2}^{1/2} \phi_h^{n+1} \|^2 \right).$$  

(5.43)

Using the bounds (5.42)-(5.43) on (5.41) in conjunction with our choice of $\chi_h = \frac{\alpha^2}{\gamma^2} \phi_h^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \tilde{\phi}_h^n$

gives

$$\frac{\alpha^2}{2\gamma^2 \Delta t} \left( \| \phi_h^{n+1} \|^2 - \| \phi_h^n \|^2 \right) + \frac{\alpha^2 - \gamma^2}{2\gamma^2 \Delta t} \left( \| F_{h/2}^{1/2} \phi_h^n \|^2 - \| F_{h/2}^{1/2} \phi_h^{n+1} \|^2 \right)$$

$$+ \frac{\alpha^4}{2\gamma^2 \Delta t} \left( \| \nabla \phi_h^{n+1} \|^2 - \| \nabla \phi_h^n \|^2 \right) + \frac{\alpha^2 (\alpha^2 - \gamma^2)}{2\gamma^2 \Delta t} \left( \| F_{h/2}^{1/2} \phi_h^n \|^2 - \| F_{h/2}^{1/2} \phi_h^{n+1} \|^2 \right)$$

$$+ \nu \left( \nabla \left( \frac{\alpha^2}{\gamma^2} \phi_h^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \tilde{\phi}_h^n \right) \right) \leq -\frac{\alpha^2}{\Delta t} \left( \nabla \eta^{n+1} - \nabla \eta^n, \nabla \left( \frac{\alpha^2}{\gamma^2} \phi_h^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \tilde{\phi}_h^n \right) \right)$$

$$- \frac{1}{\Delta t} \left( \eta^{n+1} - \eta^n, \frac{\alpha^2}{\gamma^2} \phi_h^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \tilde{\phi}_h^n \right) + G(v, \chi_h, n)$$

$$- \nu \left( \nabla \left( \frac{\alpha^2}{\gamma^2} \eta^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \tilde{\eta}^n \right), \nabla \left( \frac{\alpha^2}{\gamma^2} \phi_h^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \tilde{\phi}_h^n \right) \right)$$

$$- b^* \left( \frac{\alpha^2}{\gamma^2} \phi_h^n - \frac{\alpha^2 - \gamma^2}{\gamma^2} \tilde{\phi}_h^n, \frac{\alpha^2}{\gamma^2} v^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \tilde{v}^n \right)$$

$$- b^* \left( \frac{\alpha^2}{\gamma^2} \eta^n - \frac{\alpha^2 - \gamma^2}{\gamma^2} \tilde{\eta}^n, \frac{\alpha^2}{\gamma^2} v^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \tilde{v}^n \right)$$

$$- b^* \left( \frac{\alpha^2}{\gamma^2} v^n - \frac{\alpha^2 - \gamma^2}{\gamma^2} \tilde{v}^n, \frac{\alpha^2}{\gamma^2} \phi_h^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \tilde{\phi}_h^n \right)$$

$$- b^* \left( \frac{\alpha^2}{\gamma^2} \eta^n - \frac{\alpha^2 - \gamma^2}{\gamma^2} \tilde{\eta}^n, \frac{\alpha^2}{\gamma^2} \phi_h^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \tilde{\phi}_h^n \right).$$  

(5.44)
The first two terms on the right side of (5.44) are majorized as in [23]:

\[
\left| \frac{1}{\Delta t} \left( \eta_i^{n+1} - \eta_i^n, \frac{\alpha^2}{\gamma^2} \phi_i^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \phi_i^h \right) \right| \\
\leq \frac{4C_P^2}{\nu \Delta t} \int_{t^n}^{t^{n+1}} \| \eta_i \|^2 \, dt + \frac{\nu}{16} \left\| \nabla \left( \frac{\alpha^2}{\gamma^2} \phi_i^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \phi_i^h \right) \right\|^2, 
\tag{5.45}
\]

and

\[
\left| \frac{\alpha^2}{\Delta t} \left( \nabla \eta_i^{n+1} - \nabla \eta_i^n, \nabla \left( \frac{\alpha^2}{\gamma^2} \phi_i^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \phi_i^h \right) \right) \right| \\
\leq \frac{4\alpha^4}{\nu \Delta t} \int_{t^n}^{t^{n+1}} \| \nabla \eta_i \|^2 \, dt + \frac{\nu}{16} \left\| \nabla \left( \frac{\alpha^2}{\gamma^2} \phi_i^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \phi_i^h \right) \right\|^2. 
\tag{5.46}
\]

The viscous term on the right side of (5.44) is bounded using Cauchy-Schwarz and Young’s inequalities, as well as Lemma 2.2:

\[
\nu \left( \nabla \left( \frac{\alpha^2}{\gamma^2} \eta_i^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \eta_i^h \right), \nabla \left( \frac{\alpha^2}{\gamma^2} \phi_i^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \phi_i^h \right) \right) \\
\leq \nu \left\| \nabla \left( \frac{\alpha^2}{\gamma^2} \eta_i^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \eta_i^h \right) \right\| \left\| \nabla \left( \frac{\alpha^2}{\gamma^2} \phi_i^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \phi_i^h \right) \right\| \\
\leq \frac{\alpha^2}{\gamma^2} \nu \left\| \nabla \eta_i^{n+1} \right\| \left\| \nabla \left( \frac{\alpha^2}{\gamma^2} \phi_i^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \phi_i^h \right) \right\| \\
+ \frac{\alpha^2 - \gamma^2}{\gamma^2} \nu \left\| \nabla \eta_i^h \right\| \left\| \nabla \left( \frac{\alpha^2}{\gamma^2} \phi_i^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \phi_i^h \right) \right\| \\
\leq \frac{\nu}{16} \left\| \nabla \left( \frac{\alpha^2}{\gamma^2} \phi_i^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \phi_i^h \right) \right\|^2 + C \nu \frac{\alpha^4}{\gamma^4} \left( \| \nabla \eta_i^{n+1} \|^2 + \| \nabla \eta_i^n \|^2 \right). 
\tag{5.47}
\]

Using Lemma 2.0.2, Young’s inequality and Lemma 5.2.2, majorize the first nonlinear term in (5.44)
to get

$$
\begin{aligned}
- b^* & \left( \frac{\alpha^2}{\gamma^2} \phi_h^n - \frac{\alpha^2 - \gamma^2}{\gamma^2} \phi_h^n, \frac{\alpha^2}{\gamma^2} v^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} v^n, \alpha^2 \phi_h^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \phi_h^n \right) \\
\leq & \quad C \left( \left\| \frac{\alpha^2}{\gamma^2} \phi_h^n - \frac{\alpha^2 - \gamma^2}{\gamma^2} \phi_h^n \right\|^{1/2} + \left\| \nabla \left( \frac{\alpha^2}{\gamma^2} \phi_h^n - \frac{\alpha^2 - \gamma^2}{\gamma^2} \phi_h^n \right) \right\|^{1/2} \\
& \cdot \left\| \nabla \left( \frac{\alpha^2}{\gamma^2} v^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} v^n \right) \right\| \left\| \nabla \left( \frac{\alpha^2}{\gamma^2} \phi_h^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \phi_h^n \right) \right\| \right) \\
\leq & \quad 4 \nu^{-1} \left( \frac{\alpha^2}{\gamma^2} \phi_h^n - \frac{\alpha^2 - \gamma^2}{\gamma^2} \phi_h^n \right) \left\| \nabla \left( \frac{\alpha^2}{\gamma^2} \phi_h^n - \frac{\alpha^2 - \gamma^2}{\gamma^2} \phi_h^n \right) \right\| \left\| \nabla \left( \frac{\alpha^2}{\gamma^2} v^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} v^n \right) \right\|^2 \\
& + \frac{\nu}{16} \left\| \nabla \left( \frac{\alpha^2}{\gamma^2} \phi_h^n - \frac{\alpha^2 - \gamma^2}{\gamma^2} \phi_h^n \right) \right\|^2 \\
\leq & \quad C \nu^{-1} \left( \frac{2\alpha^2 - \gamma^2}{\gamma^4} \right)^2 \| \nabla \phi_h^n \| \| \phi_h^n \| \left( \frac{\alpha^4}{\gamma^4} \| \nabla v^{n+1} \|^2 + \frac{(\alpha^2 - \gamma^2)^2}{\gamma^4} \| \nabla v^n \|^2 \right) \\
& + \frac{\nu}{16} \left\| \nabla \left( \frac{\alpha^2}{\gamma^2} \phi_h^n - \frac{\alpha^2 - \gamma^2}{\gamma^2} \phi_h^n \right) \right\|^2 \\
\leq & \quad C \nu^{-2} \frac{\alpha^8(2\alpha^2 - \gamma^2)^4}{\gamma^{16}} \| \phi_h^n \|^2 \| \nabla v^{n+1} \|^4 + C \nu^{-2} \frac{(\alpha^2 - \gamma^2)^4(2\alpha^2 - \gamma^2)^4}{\gamma^{16}} \| \phi_h^n \|^2 \| \nabla v^n \|^4 \\
& + \frac{\nu}{16} \left\| \nabla \phi_h^n \right\|^2 + \frac{\nu}{16} \left\| \nabla \left( \frac{\alpha^2}{\gamma^2} \phi_h^n - \frac{\alpha^2 - \gamma^2}{\gamma^2} \phi_h^n \right) \right\|^2 \\
\leq & \quad \frac{\nu}{16} \left\| \nabla \left( \frac{\alpha^2}{\gamma^2} \phi_h^n - \frac{\alpha^2 - \gamma^2}{\gamma^2} \phi_h^n \right) \right\|^2 + \frac{\nu}{16} \left\| \nabla \phi_h^n \right\|^2 + C \nu^{-2} \frac{\alpha^6}{\gamma^{16}} \| \phi_h^n \|^2 \left( \| \nabla v^{n+1} \|^4 + \| \nabla v^n \|^4 \right) \\
(5.48)
\end{aligned}
$$
Using Lemma 2.0.2 and Young’s inequality on the second nonlinear term in (5.44) gives

\[
-b^*(\frac{\alpha^2}{\gamma^2} \eta^n - \frac{\alpha^2 - \gamma^2}{\gamma^2} \tilde{v}^h, \frac{\alpha^2}{\gamma^2} v^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \tilde{v}^h, \frac{\alpha^2}{\gamma^2} \phi_h^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \tilde{\phi}_h^h) \leq C \left\| \nabla \left( \frac{\alpha^2}{\gamma^2} \eta^n - \frac{\alpha^2 - \gamma^2}{\gamma^2} \tilde{v}^h \right) \right\| \left\| \nabla \left( \frac{\alpha^2}{\gamma^2} v^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \tilde{v}^h \right) \right\| \left\| \nabla \left( \frac{\alpha^2}{\gamma^2} \phi_h^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \tilde{\phi}_h^h \right) \right\|.
\]

By Lemma 2.0.2, the third nonlinear term in (5.44) vanishes. Finally, the fourth nonlinear term is bounded in the same manner as in (5.49)

\[
-b^*(\frac{\alpha^2}{\gamma^2} \tilde{v}^h - \frac{\alpha^2 - \gamma^2}{\gamma^2} \tilde{v}^h, \frac{\alpha^2}{\gamma^2} \eta^n + \frac{\alpha^2 - \gamma^2}{\gamma^2} \tilde{\eta}^h, \frac{\alpha^2}{\gamma^2} \phi_h^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \tilde{\phi}_h^h) \leq \frac{\nu}{16} \left\| \nabla \left( \frac{\alpha^2}{\gamma^2} \phi_h^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \tilde{\phi}_h^h \right) \right\|^2 + C \nu^{-1} \frac{\alpha^8}{\gamma^8} \left( \left\| \nabla \eta^n \right\|^2 + \left\| \nabla v^n \right\|^2 \right).
\]
We will now continue by majorizing

\[
| G \left( v, \frac{\alpha^2}{\gamma^2} \phi_h^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \tilde{\phi}_h^n, n \right) |
\]

as defined in (5.39) with \( x_h = \frac{\alpha^2}{\gamma^2} \phi_h^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \tilde{\phi}_h^n \). The first term of (5.39) is bounded using standard estimates based on Taylor series

\[
\alpha^2 \left( \frac{\nabla v^{n+1} - \nabla v^n}{\Delta t} - \nabla v_t(t^{n+1}), \nabla \left( \frac{\alpha^2}{\gamma^2} \phi_h^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \tilde{\phi}_h^n \right) \right) \leq \frac{\nu}{16} \left\| \nabla \left( \frac{\alpha^2}{\gamma^2} \phi_h^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \tilde{\phi}_h^n \right) \right\|^2 + 2 \Delta t^2 \alpha^4 \nu^{-1} \| v_t \|^2_{L^\infty(t^n, t^{n+1}, H^1(\Omega))} .
\]

(5.52)

The second term of \( G \) is bounded in the same manner

\[
\left( \frac{v^{n+1} - v^n}{\Delta t} - v_t(t^{n+1}), \frac{\alpha^2}{\gamma^2} \phi_h^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \tilde{\phi}_h^n \right) \leq \frac{\nu}{16} \left\| \nabla \left( \frac{\alpha^2}{\gamma^2} \phi_h^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \tilde{\phi}_h^n \right) \right\|^2 + 2 \Delta t^2 C_P^2 \nu^{-1} \| v_t \|^2_{L^\infty(t^n, t^{n+1}, H^1(\Omega))} .
\]

(5.53)

Using Cauchy-Schwarz and Young’s inequalities on the third term of (5.39) yields

\[
| \nu \left( \nabla \left( \frac{\alpha^2}{\gamma^2} v^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \tilde{v}_h^n \right) - \nabla G, v^{n+1}, \nabla \left( \frac{\alpha^2}{\gamma^2} \phi_h^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \tilde{\phi}_h^n \right) \right) |
\]

\[
= \nu (\alpha^2 - \gamma^2) \left( \nabla \left( \tilde{v}_h^{n+1} - \tilde{v}_h^n \right), \nabla \left( \frac{\alpha^2}{\gamma^2} \phi_h^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \tilde{\phi}_h^n \right) \right) 
\]

\[
= \nu (\alpha^2 - \gamma^2) \left( \nabla \left( \tilde{v}_h^{n+1} - \tilde{v}_h^n \right), \nabla \left( \frac{\alpha^2}{\gamma^2} \phi_h^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \tilde{\phi}_h^n \right) \right) 
\]

\[+
\nu (\alpha^2 - \gamma^2) \left( \nabla \left( \tilde{v}_h^{n+1} - \tilde{v}_h^n \right), \nabla \left( \frac{\alpha^2}{\gamma^2} \phi_h^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \tilde{\phi}_h^n \right) \right) 
\]

\[+
\leq \frac{\nu}{16} \left\| \nabla \left( \frac{\alpha^2}{\gamma^2} \phi_h^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \tilde{\phi}_h^n \right) \right\|^2 
\]

\[+
C \nu \frac{(\alpha^2 - \gamma^2)^2}{\gamma^4} \left( \left\| \nabla \left( \tilde{v}_h^{n+1} - \tilde{v}_h^n \right) \right\|^2 + \left\| \nabla \left( \tilde{v}_h^{n+1} - \tilde{v}_h^n \right) \right\|^2 
\].

Using estimates based on Taylor series as well as Lemma 5.2.3 to bound the difference between
continuous and discrete filters, we then see

\[ \left| \nu \left( \nabla \left( \frac{\alpha^2}{\gamma^2} v^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \widetilde{v}^h \right) - \nabla G_v v^{n+1}, \nabla \left( \frac{\alpha^2}{\gamma^2} \phi_h^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \widetilde{\phi}_h^h \right) \right) \right| \]

\[ \leq \frac{\nu}{16} \left\| \nabla \left( \frac{\alpha^2}{\gamma^2} \phi_h^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \widetilde{\phi}_h^h \right) \right\|^2 + C \nu \frac{\alpha^4}{\gamma^4} \Delta t^2 \| v \|^2_{L^2(t^n, t^{n+1}, H^1(\Omega))} 
+ C \nu \frac{\alpha^4}{\gamma^8} (\gamma^{-2} h^{2k+2} + h^{2k}) \| v^n \|^2_{H^{k+1}(\Omega)}. \] (5.54)

To bound the fourth term of \( G \), we use Lemma 2.0.2, Young’s inequality, and Taylor’s theorem to arrive at

\[ \left| b^* \left( G_v v^{n+1}, G_v v^{n+1}, \frac{\alpha^2}{\gamma^2} \phi_h^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \widetilde{\phi}_h^h \right) - b^* \left( G_v v^n, G_v v^{n+1}, \frac{\alpha^2}{\gamma^2} \phi_h^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \widetilde{\phi}_h^h \right) \right| \]

\[ \leq \left\| \nabla \left( \frac{\alpha^2}{\gamma^2} \phi_h^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \widetilde{\phi}_h^h \right) \right\|^2 \left\| \nabla G_v (v^{n+1} - v^n) \right\| \left\| \nabla G_v v^{n+1} \right\| \]

\[ \leq \frac{\nu}{16} \left\| \nabla \left( \frac{\alpha^2}{\gamma^2} \phi_h^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \widetilde{\phi}_h^h \right) \right\|^2 + C \nu^{-1} \left\| \nabla G_v (v^{n+1} - v^n) \right\|^2 \left\| \nabla G_v v^{n+1} \right\|^2 
\leq \frac{\nu}{16} \left\| \nabla \left( \frac{\alpha^2}{\gamma^2} \phi_h^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \widetilde{\phi}_h^h \right) \right\|^2 + C \nu^{-1} \frac{\alpha^8}{\gamma^8} \Delta t^2 \left\| v \right\|^2_{L^2(t^n, t^{n+1}, H^1(\Omega))} \left\| \nabla v^{n+1} \right\|^2. \] (5.55)

The same techniques are used to bound the fifth term in (5.39)

\[ \left| b^* \left( G_v v^n, G_v v^{n+1}, \frac{\alpha^2}{\gamma^2} \phi_h^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \widetilde{\phi}_h^h \right) \right| \]

\[ - b^* \left( G_v v^n, \frac{\alpha^2}{\gamma^2} v^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \widetilde{v}_h^{n+1} \right) \]

\[ = \left| b^* \left( G_v v^n, \frac{\alpha^2}{\gamma^2} v^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \widetilde{v}_h^{n+1}, \frac{\alpha^2}{\gamma^2} \phi_h^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \widetilde{\phi}_h^h \right) \right| \]

\[ \leq \frac{\nu}{16} \left\| \nabla \left( \frac{\alpha^2}{\gamma^2} \phi_h^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \widetilde{\phi}_h^h \right) \right\|^2 + C \nu^{-1} \frac{\alpha^4}{\gamma^4} \left\| \nabla \left( \widetilde{v}^n - \widetilde{v}^{n+1} \right) \right\|^2 \left\| \nabla G_v v^n \right\|^2 
\leq \frac{\nu}{16} \left\| \nabla \left( \frac{\alpha^2}{\gamma^2} \phi_h^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \widetilde{\phi}_h^h \right) \right\|^2 + C \nu^{-1} \frac{\alpha^8}{\gamma^8} \Delta t^2 \left\| v \right\|^2_{L^2(t^n, t^{n+1}, H^1(\Omega))} \left\| \nabla v^n \right\|^2. \] (5.56)
For the sixth term in (5.39), we start by using Lemma 2.0.2 and Lemma 5.2.2

\[
\begin{align*}
\left| b^* \left( G_v^n, \frac{\alpha^2}{\gamma^2} v^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} v^n, \frac{\alpha^2}{\gamma^2} \phi_h^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \phi_h^n \right) \right| &
- \left| b^* \left( \frac{\alpha^2}{\gamma^2} v^n - \frac{\alpha^2 - \gamma^2}{\gamma^2} v_h^n, \frac{\alpha^2}{\gamma^2} v^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} v_h^n, \frac{\alpha^2}{\gamma^2} \phi_h^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \phi_h^n \right) \right| \\
\leq \left| b^* \left( \frac{\alpha^2}{\gamma^2} v^n - \frac{\alpha^2 - \gamma^2}{\gamma^2} v_h^n, \frac{\alpha^2}{\gamma^2} v^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} v_h^n, \frac{\alpha^2}{\gamma^2} \phi_h^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \phi_h^n \right) \right| &
\leq \frac{\nu}{16} \left\| \nabla \left( \frac{\alpha^2}{\gamma^2} \phi_h^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \phi_h^n \right) \right\|^2 + C \nu^{-1} \frac{\alpha^5 (\alpha^2 - \gamma^2)^2}{\gamma^8} \left\| \nabla \left( \tilde{v}^n - \tilde{v}_h^n \right) \right\|^2 \left( \left\| \nabla v^{n+1} \right\| + \left\| \nabla v^n \right\| \right)^2 \\
\leq &\frac{\nu}{16} \left\| \nabla \left( \frac{\alpha^2}{\gamma^2} \phi_h^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \phi_h^n \right) \right\|^2 + C \nu^{-1} \frac{\alpha^5 (\alpha^2 - \gamma^2)^2}{\gamma^8} \left\| \nabla \left( \tilde{v}^n - \tilde{v}_h^n \right) \right\|^2 \left( \left\| \nabla v^{n+1} \right\| + \left\| \nabla v^n \right\| \right)^2.
\end{align*}
\]
Using the bounds (5.52)-(5.57) on equation (5.51), we get

\[
\frac{\alpha^2}{2\gamma^2\Delta t} \left( \| \phi_n^{n+1} \|^2 - \| \phi_n^n \|^2 \right) + \frac{\alpha^2 - \gamma^2}{2\gamma^2\Delta t} \left( \| F_h^{1/2} \phi_n^n \|^2 - \| F_h^{1/2} \phi_{n+1}^{n+1} \|^2 \right) \\
+ \frac{\alpha^4}{2\gamma^2\Delta t} \left( \| \nabla \phi_h^{n+1} \|^2 - \| \nabla \phi_h^n \|^2 \right) + \frac{\alpha^2(\alpha^2 - \gamma^2)}{2\gamma^2\Delta t} \left( \| \nabla F_h^{1/2} \phi_h^n \|^2 - \| \nabla F_h^{1/2} \phi_h^{n+1} \|^2 \right) \\
+ \frac{\nu}{4} \left\| \nabla \left( \frac{\alpha^2}{\gamma^2} \phi_n^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \tilde{\phi}_h^n \right) \right\|^2 \leq \frac{\nu}{16} \left\| \nabla \phi_h^n \right\|^2 + \frac{4C^2\mu_F}{\nu\Delta t} \int_{t_n}^{t_{n+1}} \| \eta_t \|^2 \, dt \\
+ \frac{4\alpha^4}{\nu\Delta t} \int_{t_n}^{t_{n+1}} \| \nabla \eta_t \|^2 \, dt + C\nu^{-1} \frac{\alpha^8}{\gamma^8} \left( \left\| \nabla \eta^{n+1} \right\|^2 + \| \nabla \eta_n \|^2 \right) + C\nu^{-1} \frac{\alpha^8}{\gamma^8} \left( \| \nabla \eta^{n+1} \|^2 + \| \nabla \eta_n \|^2 \right) \\
+ C\nu^{-1} \Delta t^2 \alpha^4 \| v_t \|^2_{L^\infty(t_n, t_{n+1}, H^1(\Omega))} + C\nu^{-1} \Delta t^2 \left\| v_t \right\|^2_{L^\infty(t_n, t_{n+1}, H^1(\Omega))} \\
+ C\nu \Delta t^2 \frac{\alpha^4}{\gamma^4} \| v_t \|^2_{L^\infty(t_n, t_{n+1}, H^1(\Omega))} + C\nu \frac{\alpha^4}{\gamma^4} (\gamma^2 h^{2k+2} + h^{2k}) \| v_n \|^2_{H^{k+1}(\Omega)} \\
+ C\nu^{-1} \Delta t^2 \frac{\alpha^8}{\gamma^8} \| v_t \|^2_{L^\infty(t_n, t_{n+1}, H^1(\Omega))} \left\| \nabla v^{n+1} \right\|^2 + C\nu^{-1} \Delta t^2 \frac{\alpha^8}{\gamma^8} \| v_t \|^2_{L^\infty(t_n, t_{n+1}, H^1(\Omega))} \left\| \nabla v^{n} \right\|^2 \\
+ C\nu^{-1} \frac{\alpha^8}{\gamma^{10}} (\gamma^2 h^{2k+2} + h^{2k}) \| v_n \|^2_{H^{k+1}(\Omega)} \left( \left\| \nabla v^{n+1} \right\|^2 + \left\| \nabla v^{n} \right\|^2 \right). (5.58)
\]
Multiplying through by $2\Delta t$ and summing from $n = 0$ to $M - 1$ yields

$$
\begin{align*}
\frac{\alpha^2}{\gamma^2} \left(\left\| \phi_h^M \right\|^2 - \left\| \phi_h^0 \right\|^2\right) &+ \frac{\alpha^2 - \gamma^2}{\gamma^2} \left(\left\| F_h^{1/2} \phi_h^0 \right\|^2 - \left\| F_h^{1/2} \phi_h^M \right\|^2\right) + \frac{\alpha^4}{\gamma^2} \left(\left\| \nabla \phi_h^M \right\|^2 - \left\| \nabla \phi_h^0 \right\|^2\right) \\
+ \frac{\alpha^2(\alpha^2 - \gamma^2)}{\gamma^2} \left(\left\| F_h^{1/2} \phi_h^0 \right\|^2 - \left\| F_h^{1/2} \phi_h^M \right\|^2\right) &+ \frac{\nu \Delta t}{2} \sum_{n=0}^{M-1} \left\| \nabla \left(\frac{\alpha^2 \phi_h^{n+1} - \alpha^2 - \gamma^2 \phi_h^h}{\gamma^2}\right) \right\|^2 \\
\leq \frac{\nu \Delta t}{8} \sum_{n=0}^{M-1} \left\| \nabla \phi_h^n \right\|^2 &+ C \nu^{-1} \int_0^T \left\| \eta_t \right\|^2 \, dt + C \nu^{-1} \alpha^4 \int_0^T \left\| \nabla \eta_t \right\|^2 \, dt \\
+ C \nu \Delta t \frac{\alpha^4}{\gamma^4} \sum_{n=0}^{M-1} \left(\left\| \nabla \eta^{n+1} \right\|^2 + \left\| \nabla \eta^n \right\|^2\right) &+ C \nu^2 \Delta t \frac{\alpha^8}{\gamma^8} \sum_{n=0}^{M-1} \left\| \phi_h^n \right\|^2 \left(\left\| \nabla \nu^{n+1} \right\|^2 + \left\| \nabla \nu^n \right\|^2\right) \\
+ C \nu^{-1} \Delta t \frac{\alpha^8}{\gamma^8} \sum_{n=0}^{M-1} \left\| \nabla \eta^n \right\|^2 &\left(\left\| \nabla \nu^{n+1} \right\|^2 + \left\| \nabla \nu^n \right\|^2\right) \\
+ C \nu^{-1} \Delta t \frac{\alpha^8}{\gamma^8} \sum_{n=0}^{M-1} \left\| \nabla \nu^n \right\|^2 &\left(\left\| \nabla \eta^{n+1} \right\|^2 + \left\| \nabla \eta^n \right\|^2\right) \\
+ C \nu^{-1} \Delta t \frac{\alpha^8}{\gamma^8} \sum_{n=0}^{M-1} \left\| \nu_t \right\|_{L^\infty(t^n, t^{n+1}, H^1(\Omega))}^2 &+ C \nu^{-1} \Delta t^3 \frac{\alpha^8}{\gamma^8} \sum_{n=0}^{M-1} \left\| \nu_t \right\|_{L^\infty(t^n, t^{n+1}, H^1(\Omega))}^2 \\
+ C \nu \Delta t \frac{\alpha^4}{\gamma^4} \sum_{n=0}^{M-1} \left\| \nu_t \right\|_{L^\infty(t^n, t^{n+1}, H^1(\Omega))}^2 &+ C \nu \Delta t \frac{\alpha^4}{\gamma^4} (\gamma^{-2} h^{2k+2} + h^{2k}) \sum_{n=0}^{M-1} \left\| \nu^n \right\|_{H^{k+1}(\Omega)}^2 \\
+ C \nu^{-1} \Delta t \frac{\alpha^8}{\gamma^8} \sum_{n=0}^{M-1} \left\| \nu_t \right\|_{L^\infty(t^n, t^{n+1}, H^1(\Omega))}^2 &\left\| \nabla \nu^{n+1} \right\|^2 \\
+ C \nu^{-1} \Delta t \frac{\alpha^8}{\gamma^8} \sum_{n=0}^{M-1} \left\| \nu_t \right\|_{L^\infty(t^n, t^{n+1}, H^1(\Omega))}^2 &\left\| \nabla \nu^n \right\|^2 \\
+ C \nu^{-1} \Delta t \frac{\alpha^8}{\gamma^8} \sum_{n=0}^{M-1} \left(\gamma^{-2} h^{2k+2} + h^{2k}\right) \sum_{n=0}^{M-1} \left\| \nu^n \right\|_{H^{k+1}(\Omega)} \left(\left\| \nabla \nu^{n+1} \right\|^2 + \left\| \nabla \nu^n \right\|^2\right) .
\end{align*}
$$

Note that our assumption of $\nu^0 \in \nabla$ implies $\phi_h^0 = 0$. Using this and assumptions on the regularity.
of the model solution, (5.59) becomes

\[
\frac{\alpha^2}{\gamma^2} \left\| \phi_h^M \right\|^2 - \frac{\alpha^2 - \gamma^2}{\gamma^2} \left\| F_h^{1/2} \phi_h^M \right\|^2 + \frac{\alpha^4}{\gamma^2} \left\| \nabla \phi_h^M \right\|^2 - \frac{\alpha^2(\alpha^2 - \gamma^2)}{\gamma^2} \left\| \nabla F_h^{1/2} \phi_h^M \right\|^2 \\
+ \frac{\nu \Delta t}{2} \sum_{n=0}^{M-1} \left\| \nabla \left( \frac{\alpha^2}{\gamma^2} \phi_h^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \phi_h^n \right) \right\|^2 \leq \frac{\nu \Delta t}{8} \sum_{n=0}^{M-1} \left\| \nabla \phi_h^n \right\|^2 + C \nu^{-1} \int_0^T \left\| \eta_t \right\|^2 \, dt \\
+ C \nu^{-1} \alpha^4 \left\| \eta \right\|^2 + C \nu \Delta t \frac{\alpha^4}{\gamma^4} \sum_{n=0}^{M-1} \left( \left\| \nabla \eta^{n+1} \right\|^2 + \left\| \nabla \eta^n \right\|^2 \right) + C \nu^{-2} \Delta t \frac{\alpha^8}{\gamma^8} \sum_{n=0}^{M-1} \left\| \phi_h^n \right\|^2 \\
+ C \nu^{-1} \Delta t \frac{\alpha^8}{\gamma^8} \sum_{n=0}^{M-1} \left\| \nabla \eta^n \right\|^2 + C \nu^{-1} \Delta t \frac{\alpha^8}{\gamma^8} \sum_{n=0}^{M-1} \left\| \nabla \eta^{n+1} \right\|^2 + C \nu^{-1} \eta \frac{\alpha^8}{\gamma^8} \left( \gamma^{-2} \eta^{h^2k+2} + \eta^{h^2k} \right) + C \nu^{-1} T \Delta t^2 \frac{\alpha^4}{\gamma^4} \\
+ C \nu^{-1} T \Delta t^2 + C \nu \Delta t \frac{\alpha^4}{\gamma^4} + C \nu T \frac{\alpha^4}{\gamma^6} \left( \gamma^{-2} \eta^{h^2k+2} + \eta^{h^2k} \right) + C \nu^{-1} T \Delta t^2 \frac{\alpha^8}{\gamma^8} \\
+ C \nu^{-1} T \frac{\alpha^8}{\gamma^10} \left( \gamma^{-2} \eta^{h^2k+2} + \eta^{h^2k} \right). \tag{5.60}
\]

With regularity assumptions and interpolation estimates, (5.60) becomes

\[
\frac{\alpha^2}{\gamma^2} \left\| \phi_h^M \right\|^2 - \frac{\alpha^2 - \gamma^2}{\gamma^2} \left\| F_h^{1/2} \phi_h^M \right\|^2 + \frac{\alpha^4}{\gamma^2} \left\| \nabla \phi_h^M \right\|^2 - \frac{\alpha^2(\alpha^2 - \gamma^2)}{\gamma^2} \left\| \nabla F_h^{1/2} \phi_h^M \right\|^2 \\
+ \frac{\nu \Delta t}{2} \sum_{n=0}^{M-1} \left\| \nabla \left( \frac{\alpha^2}{\gamma^2} \phi_h^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \phi_h^n \right) \right\|^2 \leq \frac{\nu \Delta t}{8} \sum_{n=0}^{M-1} \left\| \nabla \phi_h^n \right\|^2 + C \nu^{-2} \Delta t \frac{\alpha^8}{\gamma^8} \sum_{n=0}^{M-1} \left\| \phi_h^n \right\|^2 \\
+ C \nu^{-1} T \left( \eta^{h^2k+2} + \alpha^4 \eta^{h^2k} + \frac{\alpha^8}{\gamma^8} \eta^{h^2k} + \Delta t^2 \alpha^4 + \Delta t^2 + \Delta t^2 \frac{\alpha^8}{\gamma^8} + \frac{\alpha^8}{\gamma^10} \left( \gamma^{-2} \eta^{h^2k+2} + \eta^{h^2k} \right) \right) \\
+ C \nu T \left( \frac{\alpha^4}{\gamma^4} \eta^{h^2k} + \Delta t^2 \frac{\alpha^4}{\gamma^4} + \frac{\alpha^4}{\gamma^6} \left( \gamma^{-2} \eta^{h^2k+2} + \eta^{h^2k} \right) \right) + C \nu^{-1} \Delta t \frac{\alpha^8}{\gamma^8} \sum_{n=0}^{M-1} \left\| \nabla \eta_h^n \right\|^2. \tag{5.61}
\]

We can lower bound the viscous term in the same fashion as in Lemma 5.2.5 to get

\[
\frac{\nu \Delta t}{2} \sum_{n=0}^{M-1} \left\| \nabla \left( \frac{\alpha^2}{\gamma^2} \phi_h^{n+1} - \frac{\alpha^2 - \gamma^2}{\gamma^2} \phi_h^n \right) \right\|^2 \geq \frac{\nu \Delta t}{2} \sum_{n=0}^{M-1} \left( \left\| \nabla \phi_h^{n+1} \right\|^2 + \frac{\alpha^2 - \gamma^2}{\gamma^2} \left( \left\| \nabla \phi_h^{n+1} \right\|^2 - \left\| \nabla \phi_h^n \right\|^2 \right) \right) \\
= \frac{\nu \Delta t}{2} \sum_{n=0}^{M-1} \left\| \nabla \phi_h^{n+1} \right\|^2 + \frac{\nu \Delta t (\alpha^2 - \gamma^2)}{2 \gamma^4} \left\| \nabla \phi_h^{n+1} \right\|^2. \tag{5.62}
\]
Combining (5.61) and (5.62), and using Lemma 5.2.5 and $(\overline{\phi}^h, \phi) \leq \|\phi_h\|^2$ gives

\[
\|\phi_h^M\|^2 + \alpha^2 \|\nabla \phi_h^M\|^2 + \frac{\nu \Delta t}{2} \sum_{n=0}^{M-1} \|\nabla \phi_h^{n+1}\|^2 \leq \frac{\nu \Delta t}{8} \sum_{n=0}^{M-1} \|\nabla \phi_h^n\|^2 + C \nu^{-2} \Delta t \frac{\alpha_1}{\gamma_1} \sum_{n=0}^{M-1} \|\phi_h^n\|^2 \\
+ C \nu^{-1} \left( h^{2k} \left( \alpha^4 + \frac{\alpha^8}{\gamma^8} + \frac{\alpha^8}{\gamma^{10}} + \nu^{-2} \frac{\alpha^8}{\gamma^8} \right) + h^{2k+2} \left( 1 + \frac{\alpha^8}{\gamma^{12}} \right) + \Delta t \left( \alpha^4 + 1 + \frac{\alpha^8}{\gamma^8} \right) \right) \\
+ C \nu \left( h^{2k} \left( \frac{\alpha^4}{\gamma^4} + \frac{\alpha^4}{\gamma^6} \right) + \frac{\alpha^4}{\gamma^8} h^{2k+2} + \frac{\alpha^4}{\gamma^4} \Delta t^2 \right). 
\]  

(5.63)

Subtracting $\frac{\nu \Delta t}{8} \sum_{n=0}^{M-1} \|\nabla \phi_h^n\|^2$ from both sides yields

\[
\|\phi_h^M\|^2 + \alpha^2 \|\nabla \phi_h^M\|^2 + \frac{3 \nu \Delta t}{8} \sum_{n=0}^{M-1} \|\nabla \phi_h^{n+1}\|^2 \leq C \nu^{-2} \Delta t \frac{\alpha_1}{\gamma_1} \sum_{n=0}^{M-1} \|\phi_h^n\|^2 \\
+ C \nu^{-1} \left( h^{2k} \left( \alpha^4 + \frac{\alpha^8}{\gamma^8} + \frac{\alpha^8}{\gamma^{10}} + \nu^{-2} \frac{\alpha^8}{\gamma^8} \right) + h^{2k+2} \left( 1 + \frac{\alpha^8}{\gamma^{12}} \right) + \Delta t \left( \alpha^4 + 1 + \frac{\alpha^8}{\gamma^8} \right) \right) \\
+ C \nu \left( h^{2k} \left( \frac{\alpha^4}{\gamma^4} + \frac{\alpha^4}{\gamma^6} \right) + \frac{\alpha^4}{\gamma^8} h^{2k+2} + \frac{\alpha^4}{\gamma^4} \Delta t^2 \right). 
\]  

(5.64)

Applying the discrete Gronwall lemma we see, for any $\Delta t > 0$,

\[
\|\phi_h^M\|^2 + \alpha^2 \|\nabla \phi_h^M\|^2 + \nu \Delta t \sum_{n=0}^{M-1} \|\nabla \phi_h^{n+1}\|^2 \\
\leq C \nu^{-1} \exp\left( \nu^{-2} \frac{\alpha_1}{\gamma_1} \right) \left[ h^{2k} \left( \alpha^4 + \frac{\alpha^8}{\gamma^8} + \frac{\alpha^8}{\gamma^{10}} + \nu^{-2} \frac{\alpha^8}{\gamma^8} + \nu^2 \frac{\alpha^4}{\gamma^4} + \nu^2 \frac{\alpha^4}{\gamma^6} \right) + h^{2k+2} \left( 1 + \frac{\alpha^8}{\gamma^{12}} + \nu \frac{\alpha^4}{\gamma^8} \right) + \Delta t^2 \left( \alpha^4 + 1 + \frac{\alpha^8}{\gamma^8} + \nu^2 \frac{\alpha^4}{\gamma^4} \right) \right]. 
\]  

(5.65)

Finally, using our assumption that $\alpha = C_0 \gamma$ gives us the bound

\[
\|\phi_h^M\|^2 + \alpha^2 \|\nabla \phi_h^M\|^2 + \nu \Delta t \sum_{n=0}^{M-1} \|\nabla \phi_h^{n+1}\|^2 \\
\leq C \nu^{-1} \exp(\nu^{-2}) \left( h^{2k}(\alpha^4 + 1 + \alpha^{-2} + \nu^{-2} + \nu^2 + \nu^2 \alpha^{-2}) + h^{2k+2}(1 + \alpha^{-4} + \nu^2 \alpha^{-4}) + \Delta t^2(\alpha^4 + 1 + \nu^2) \right). 
\]  

(5.66)

Using the triangle inequality now finishes the proof.
5.4 Numerical Results

This section presents two benchmark numerical experiments chosen to evaluate the accuracy of Algorithm 5.2.4 on flow problems with complex behaviours. In both experiments, a resolved solution is generated by computing the NSE directly on a fine triangular mesh, using the fully implicit Crank-Nicolson finite element method (as in [46]). Solutions are then generated for Algorithm 5.2.4 using various values for $\alpha$ and $\gamma$. We hope to see an increase in accuracy in RMDM solutions generated with $\alpha > \gamma$ as opposed to those generated with $\alpha = \gamma$ (i.e. those with no deconvolution). All computations were performed using the open-source software FreeFem++ [39].

5.4.1 2D Channel flow over a backward-facing step

![Fine mesh - 144, 456 dof](image1)

![Coarse mesh - 15, 970 dof](image2)

Figure 5.1: Fine mesh used for the resolved NSE solution and the coarse mesh used for the RMDM approximations.

The first experiment we present is a well-known benchmark flow problem consisting of 2D channel flow over a backward-facing step. Once the flow passes over the step, the shear-layer separates from the bottom wall, causing complex flow behaviour behind the step. It has been well documented that the subsequent length until the flow reattaches to the wall is dependent upon both
the Reynolds number and the expansion ratio of the channel (see e.g. [5] and [44]). The domain $\Omega$ consists of a $40h \times 10h$ channel with a step of height $h$ and length $10h$ running along the bottom of the channel, as seen in Figure 5.1. Our choice of channel parameterization yields an expansion ratio of $10/9$. For our experiment we employed a step height of $h = 1$. Flow entering the channel on the left is assumed to satisfy the parabolic Dirichlet boundary condition

$$ u = \begin{pmatrix} 4(y - 1)(10 - y)/81 \\ 0 \end{pmatrix}, $$

while zero-traction boundary conditions are enforced on flow exiting the channel on the right. No-slip boundary conditions are assumed on all other boundaries. All computations were performed using Reynolds number $Re = 1000$, a time-step of $\Delta t = 0.01$, and with the flow started from rest at $T = 0$.

The reference NSE solution was computed using TH ($P_2, P_1$) elements on a mesh providing 144,456 combined degrees of freedom for the velocity and pressure (see Figure 5.1). The computed reference solution reaches a steady state by $T = 200$, with a steady-state reattachment length of approximately 17.5 units, which agrees with the experimental results found in [5]. A plot of the velocity streamlines and speed contours of the solution at $T = 200$ can be seen in Figure 5.2.

Solutions to Algorithm 5.2.4 were computed using TH elements on a coarse mesh providing 15,970 combined degrees of freedom for the velocity and pressure (see Figure 5.1). We began by computing Algorithm 5.2.4 with $\alpha = \gamma = 0.125$, i.e. with no deconvolution. A plot of the streamlines and speed contours of the solution at $T = 200$ is shown in Figure 5.2. It is clear that the RMDM without deconvolution produces a solution that is incorrect. The three eddies present behind the step have yet to merge into one large eddy. However, when $\gamma$ is lowered to 0.06, the RMDM solution looks very close to the reference solution. From Figure 5.2 we can clearly see that both the number of eddies present behind the step and the reattachment length both seem to be correct. Hence, by reducing $\gamma$ we can produce a substantially more accurate approximation.

5.4.2 2D Channel flow with a contraction and two outlets

The second benchmark experiment we present is channel flow with a contraction, one inlet on the left of the channel, and two outlets at the top and the right of the channel (as seen in Figure
5.3). This problem was first studied by Heywood et al. [41]. Flow entering the channel satisfies the parabolic profile

\[ \mathbf{u} = \begin{pmatrix} 4y(1 - y) \\ 0 \end{pmatrix}. \]

Zero-traction boundary conditions are enforced on both outflow boundaries, and no-slip boundary conditions are enforced on all wall boundaries. All computations were performed with Re = 1000, flow starting at rest at \( T = 0 \), and an end time of \( T = 4 \).

The reference NSE solution was computed using TH (\( P_2, P_1 \)) elements on a fine mesh providing 260,378 combined degrees of freedom for the velocity and the pressure (see Figure 5.3), and with a time-step of \( \Delta t = 0.005 \). Speed contours of the resolved solution are shown in Figure 5.4. Note that the flow speeds up in the contraction, and seems to oscillate up and down on the right side of the channel. Additionally, the flow seems to remain in a single stream once it passes the contraction, although by \( T = 4 \), we also see the appearance of smaller flow structures near the right outflow boundary.

Solutions to Algorithm 5.2.4 were computed using TH elements with a time-step of \( \Delta t = 0.01 \) on the coarse mesh pictured in 5.4, providing 10,820 degrees of freedom for the velocity and pressure. Figure 5.4 shows a plot of the speed contours of the solution of our proposed method for the RMDM with \( \alpha = \gamma = 0.05 \) (no deconvolution). It is clear from the plots that this velocity solution does not accurately capture the shape of the flow after the contraction. We also see flow leaving the channel through the top outlet, which is not present in the resolved NSE solution plot. However, when we recompute with \( \alpha = 0.05 \) and \( \gamma = 0.03 \), the velocity solution (pictured in Figure 5.4) much more accurately captures the shape of the flow after the contraction. Additionally, we see very little fluid exiting the channel through the top outlet, which agrees with our “true” resolved solution. Both solutions seem to partially capture the formation of smaller flow structures near the right outlet. Again, we see that the solution to Algorithm 5.2.4 with \( \alpha > \gamma \) is much closer to the resolved NSE solution than that computed with no deconvolution.
Figure 5.2: Fine mesh used for the resolved NSE solution and the coarse mesh used for the RMDM approximations.
Figure 5.3: Diagram of the contraction domain, along with the fine and coarse meshes used in the computations for the contraction problem.
Figure 5.4: Speed contour plots of the resolved NSE solution as well as solutions of Algorithm 5.2.4.
at $t = 4$. 

\[ RMDM \alpha = 0.05, \gamma = 0.05 \]

\[ RMDM \alpha = 0.05, \gamma = 0.03 \]
Chapter 6

Analysis and approximation of the Cross model for quasi-Newtonian flows with defective boundary conditions

In this chapter we study a numerical method for the Cross model for generalized-Newtonian fluids with flow rate boundary conditions. The defective boundary problem is formulated as a constrained optimal control problem, where a flow balance is enforced on the inflow and outflow boundaries using a Neumann control. The control problem is analyzed for an existence result and the Lagrange multiplier rule. Finally, a decoupling solution algorithm is presented and numerical experiments are provided to validate robustness of the algorithm.
6.1 Modeling Equations and Preliminaries

The Cross model [16] for generalized-Newtonian fluids characterizes viscosity \( \nu \) as a function of shear rate \( |D(u)| = (D(u) : D(u))^{\frac{1}{2}} \),

\[
\nu(|D(u)|) = \nu_{\infty} + \frac{(\nu_0 - \nu_{\infty})}{1 + (\lambda |D(u)|)^{2-r}},
\]

where \( \lambda > 0 \) is a time constant, \( 1 \leq r \leq 2 \) is a dimensionless rate constant and \( \nu_{\infty} \) and \( \nu_0 \) denote limiting viscosity values at an infinite and zero shear rate, respectively, assumed to satisfy \( 0 \leq \nu_{\infty} \leq \nu_0 \). Throughout this chapter we will restrict our focus to the case where \( \lambda = 1 \).

We will suppose the boundary of \( \Omega \) consists of inflow and outflow boundaries \( S_i, i = 1, 2, ..., m \), and a wall boundary \( \Gamma = \partial \Omega \setminus S \), where \( S = \bigcup_{i=1}^{m} S_i \). Consider, as a model problem for steady, incompressible generalized-Newtonian flow, the two-field Cross model given by

\[
-\nabla \cdot [(\nu_{\infty} + (\nu_0 - \nu_{\infty})(1 + |D(u)|^{2-r})^{-1})D(u)] + \nabla p = f \text{ in } \Omega, \quad (6.2)
\]

\[
\nabla \cdot u = 0 \text{ in } \Omega, \quad (6.3)
\]

\[
u_{\infty} \leq \nu_0 \text{ on } \Gamma, \quad (6.4)
\]

We will consider the defective boundary problem where flow rates are specified on the inflow and outflow boundaries

\[
S_i : \int_{S_i} u \cdot n \, dS = Q_i \text{ for } i = 1, 2, ..., m, \quad (6.5)
\]

where \( \sum_{i=1}^{m} Q_i = 0 \) to satisfy the incompressibility condition.

For our choice of velocity space we will choose the subspace

\[
X := \{ v \in H^1(\Omega) \mid v = 0 \text{ on } \Gamma \},
\]

and for our pressure space we will take \( Q := L^2(\Omega) \). Let \( \sigma \) denote the shear stress (tensor) of the fluid. If the flow rate boundary conditions (6.5) are replaced by the well defined Neumann boundary conditions

\[
(\sigma - pI) \cdot n = g_i \text{ on } S_i \text{ for } i = 1, 2, ..., m, \quad (6.6)
\]
then the variational formulation of the problem is: Find \((u, p) \in X \times Q\) satisfying, for any \((v, q) \in X \times Q\),

\[
\nu_{\infty}(D(u), D(v)) + (\nu_0 - \nu_{\infty})(1 + |D(u)|^{2-r})^{-1}D(u), D(v)) - (p, \nabla \cdot v) = (f, v) + (g, v)_S,
\]

\[
(\nabla \cdot u, q) = 0.
\]  

(6.7) \hspace{5cm} (6.8)

Define the mapping \(A : X \to X^*\) as follows: For any \(u \in X\), \(Au\) satisfies

\[
\langle Au, v \rangle = \nu_{\infty}(D(u), D(v)) + (\nu_0 - \nu_{\infty})(1 + |D(u)|^{2-r})^{-1}D(u), D(v)) \quad \forall \, v \in X.
\]  

(6.9)

In [8] it was shown that for any \(u \in X\), \(Au\) is strongly monotone and Lipschitz continuous, i.e. there exist constants \(m, M > 0\) such that \(Au\) satisfies

\[
\langle Au - Av, u - v \rangle \geq m \|u - v\|^2 \quad \forall \, v \in X,
\]

(6.10)

and

\[
\|Au - Av\|^* \leq M \|u - v\| \quad \forall \, v \in X.
\]

(6.11)

Note also that our choice of velocity and pressure spaces satisfy the inf-sup condition:

\[
\inf_{q \in Q} \sup_{v \in X} \frac{(q, \nabla \cdot v)}{\|v\|_1 \|q\|} \geq C > 0.
\]

(6.12)

Then the existence of a unique solution to (6.7)-(6.8) follows from the strong monotonicity (6.10) and continuity (6.11) of \(A\), as well as the inf-sup condition. Additionally, for some \(C > 0\) we have the following \textit{a priori} bound on solutions of the variational problem (6.7)-(6.8) [14]:

\[
\|u\|_1 + \|p\| \leq C(\|f\|^* + \|g\|_{L^2(S)}).
\]

(6.13)
6.2 The Optimal Control Problem

6.2.1 Problem formulation

We continue by formulating the defective boundary problem (6.2)-(6.5) as an optimal control problem for flow rate matching. We choose as our control the normal component of the total stress on the defective boundaries

\[ g := g_i := (\sigma - pI) \cdot n \text{ on } S_i, \quad i = 1, 2, ..., m, \]  

(6.14)

where \( g \in G := L^2(S) \). We want to minimize the penalized functional

\[ J(u, p, g) := \frac{1}{2} \sum_{i=1}^{m} \left( \int_{S_i} u \cdot n \, dS_i - Q_i \right)^2 + \frac{\epsilon}{2} \int_S |g|^2 \, dS, \]  

(6.15)

where the penalty parameter \( \epsilon \) is a positive constant that measures the relative importance of the last term in (6.15). If we define the admissibility set as

\[ U_{ad} := \{ (u, p, g) \in X \times Q \times G : J(u, p, g) < \infty \}, \]  

(6.16)

then the defective boundary problem (6.2) - (6.5) can be reformulated as the following optimal control problem:

Find \((u, p, g) \in U_{ad}\) such that the functional (6.15) is minimized subject to (6.7) - (6.8).  

(6.17)

Note that the problem of finding a solution to (6.17) is a constrained optimization problem. We will use the method of Lagrange multipliers to transform this constrained optimization problem into an unconstrained one. However, before we proceed, we will now show the existence of a solution to (6.17).

6.2.2 Existence of an optimal control solution

Existence of an optimal solution is established using standard arguments by the following theorem.

**Theorem 6.2.1.** Given \( f \in X^* \), there exists a solution \((u, p, g) \in X \times Q \times G\) of the optimal control
Proof. We begin by noting that \((u,p,0) \in U_{ad}\) and hence the admissible set is clearly not empty. Assume that \(\{(u_n,p_n,g_n)\}\) is a minimizing sequence in \(U_{ad}\), i.e.

\[
\lim_{n \to \infty} J(u_n, p_n, g_n) = \inf_{(u,p,g) \in U_{ad}} J(u, p, g).
\]

By definition of the admissibility set (6.16) we have that \((u_n,p_n,g_n)\) satisfy (6.7)-(6.8) for any \(n\), and that \(\{g_n\}\) is uniformly bounded in \(L^2(S)\). We also have that \(\{(u_n,p_n,g_n)\}\) is uniformly bounded in \(X \times Q \times G\) by the estimate (6.13). Thus, we can find subsequences, which we will denote \(\{(u_n,p_n,g_n)\}\), such that

\[
\begin{align*}
  u_n & \rightharpoonup \tilde{u} \text{ in } X, \\
  p_n & \rightharpoonup \tilde{p} \text{ in } Q, \\
  g_n & \rightharpoonup \tilde{g} \text{ in } G,
\end{align*}
\]

for some \((\tilde{u},\tilde{p},\tilde{g}) \in X \times Q \times G\). We note that because \(A u(\cdot)\) is a monotone operator, \(A u(\cdot)\) is sequential weak continuous, and thus

\[
\lim_{n \to \infty} (\nu_0 - \nu_\infty)((1 + |D(u_n)|^{2-r})^{-1}D(u_n), D(v)) = (\nu_0 - \nu_\infty)((1 + |D(\tilde{u})|^{2-r})^{-1}D(\tilde{u}), D(v)).
\]

Therefore we may pass through the limit to see that \((\tilde{u},\tilde{p},\tilde{g})\) satisfies (6.7)-(6.8). Finally, by the weak lower semi-continuity of \(J\) we have that \((\tilde{u},\tilde{p},\tilde{g})\) is an optimal solution, and thus we have shown the existence of an optimal solution belonging to \(U_{ad}\). 

6.3 The Optimality System

We use the Lagrange multiplier rule to derive the optimality system from which a solution to the optimal control problem (6.17) is obtained.
6.3.1 Existence of Lagrange multipliers

To show the existence of Lagrange multipliers we will follow the same approach as that used in [21]. We begin by stating the following abstract theorem on the existence of Lagrange multipliers for smooth constrained minimization problems on Banach spaces, which we will then tailor to our own specific optimization problem.

**Lemma 6.3.1.** Let $V$ and $Y$ be two real Banach spaces, $J$ a functional on $V$, and $M$ a mapping from $V$ to $Y$. Assume $u$ is a solution of the following constrained minimization problem:

$$\text{find } u \in V \text{ such that } J(u) = \inf \{ J(v) \mid v \in V, M(v) = y_0 \},$$

where $y_0$ is some fixed element of $Y$. Additionally, assume the following three conditions are satisfied:

- $M$ is Fréchet differentiable in an open neighborhood of $u$ and its Fréchet derivative $M'$ is continuous at $u$
- $J : \text{Nbd}(u) \subset V \to \mathbb{R}$ is Fréchet differentiable at $u$ with Fréchet derivative $J'$
- $M'(u)$ maps onto $Y$

Then there exists a $\mu \in Y^*$ satisfying

$$-J'(u) \cdot w + (\mu, M'(u) \cdot w) = 0 \quad \forall w \in V.$$

**Proof.** See [64].

Define $V = X \times Q \times G$ and $Y = X^* \times Q^*$, and let $M : V \to Y$ to be the (generalized) constraint equations, i.e., $M(u, p, g) = (f, \phi)$ for all $(u, p, g) \in V$ and $(f, \phi) \in Y$, if and only if,

\begin{align*}
\tilde{A}(u, v) + b(v, p) + c(v, g) &= (f, v) \quad \forall v \in X, \quad (6.18) \\
b(u, q) &= (\phi, q) \quad \forall q \in Q, \quad (6.19)
\end{align*}
where $\bar{A}: \mathbf{X} \times \mathbf{X} \rightarrow \mathbb{R}$, $b: \mathbf{X} \times Q \rightarrow \mathbb{R}$ and $c: \mathbf{X} \times G \rightarrow \mathbb{R}$ are defined as

$$\bar{A}(u, v) := \nu_\infty(D(u), D(v)) + (\nu_0 - \nu_\infty)((1 + |D(u)|^{2-r})^{-1}D(u), D(v)),$$

(6.20)

$$b(v, \xi) := -\xi, \nabla \cdot v),$$

(6.21)

$$c(v, g) := -(g, v).$$

(6.22)

Also define the bilinear form $\overline{A}: \mathbf{X} \times \mathbf{X} \rightarrow \mathbb{R}$ by

$$\overline{A}(w, v) := \nu_\infty(D(w), D(v)) + (\nu_0 - \nu_\infty)((1 + |D(u)|^{2-r})^{-1}D(w), D(v))$$

$$+ (\nu_0 - \nu_\infty)(r - 2)((1 + |D(u)|^{2-r})^{-2}|D(u)|^{-r}(D(u) : D(w))D(w), D(v))).$$

(6.23)

We first show that $\overline{A}(\cdot, \cdot)$ is coercive and continuous.

**Lemma 6.3.2.** Let $\overline{A}(\cdot, \cdot)$ be defined as in (6.23). Then there exist constants $C_1, C_2 > 0$ such that $\overline{A}(\cdot, \cdot)$ satisfies, for any $w, v \in \mathbf{X}$,

$$\overline{A}(w, v) \leq C_1 \|w\|_1 \|v\|_1,$$

(6.24)

$$\overline{A}(w, w) \geq C_2 \|w\|_1^2.$$

(6.25)

**Proof.** Since $r - 2 \leq 0$ for $1 \leq r \leq 2$, we can use Holder’s inequality to get

$$\overline{A}(w, w) = \nu_0 \|D(w)\|^2 + (\nu_0 - \nu_\infty)\int_\Omega (1 + |D(u)|^{2-r})^{-1}|D(w)|^2 \, d\Omega$$

$$+(\nu_0 - \nu_\infty)(r - 2)\int_\Omega (1 + |D(u)|^{2-r})^{-2}|D(u)|^{-r}(D(u) : D(w))^2 \, d\Omega$$

$$\geq \nu_0 \|D(w)\|^2 + (\nu_0 - \nu_\infty)\int_\Omega (1 + |D(u)|^{2-r})^{-1}|D(w)|^2 \, d\Omega$$

$$+(\nu_0 - \nu_\infty)(r - 2)\int_\Omega (1 + |D(u)|^{2-r})^{-2}|D(u)|^{2-r}|D(w)|^2 \, d\Omega$$

$$\geq \nu_0 \|D(w)\|^2 + (\nu_0 - \nu_\infty)(r - 1)\int_\Omega (1 + |D(u)|^{2-r})^{-1}|D(w)|^2 \, d\Omega.$$

(6.27)

We know that $\nu_0 > \nu_\infty$, hence, since the integrand in (6.26) is positive we then see that there exists a $C_1 > 0$ satisfying

$$\overline{A}(w, w) \geq \nu_0 \|D(w)\|^2 \geq C_1 \|w\|_1^2.$$
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For continuity, begin by using Holder’s inequality

\[ |A(w, v)| \leq \nu_{\infty} \|D(w)\| \|D(v)\| + (\nu_0 - \nu_{\infty}) \int_{\Omega} (1 + |D(u)|^{2-r})^{-1}|D(w)||D(v)| \, d\Omega \]

\[ + (\nu_0 - \nu_{\infty})(2 - r) \int_{\Omega} (1 + |D(u)|^{2-r})^{-2}|D(u)|^{2-r}|D(w)||D(v)| \, d\Omega \]

\[ \leq \nu_{\infty} \|D(w)\| \|D(v)\| + (\nu_0 - \nu_{\infty}) \int_{\Omega} (1 + |D(u)|^{2-r})^{-1}|D(w)||D(v)| \, d\Omega \]

\[ + (\nu_0 - \nu_{\infty})(2 - r) \int_{\Omega} (1 + |D(u)|^{2-r})^{-1}|D(w)||D(v)| \, d\Omega \]

\[ = \nu_{\infty} \|D(w)\| \|D(v)\| \]

\[ + (\nu_0 - \nu_{\infty})(3 - r) \int_{\Omega} (1 + |D(u)|^{2-r})^{-1}|D(w)||D(v)| \, d\Omega. \quad (6.28) \]

Since the first term in the integrand in (6.28) is smaller than one, we can drop it and use Holder’s inequality to see there exists a \( C_2 > 0 \) such that

\[ \overline{A}(w, v) \leq C_2 \|w\|_1 \|v\|_1. \]

Lemma 6.3.3. Let \( M \) be defined as in (6.18)-(6.19) and let \((u, p, g)\) denote an optimal solution to (6.17). Then \( M' \), the Frechet derivative of \( M \), exists in an open neighborhood of \((u, p, g)\) and is defined by \( M'(u, p, g) \cdot (w, \xi, h) = (\overline{f}, \overline{\xi}) \) for all \((w, \xi, h) \in V \) and \((\overline{f}, \overline{\xi}) \in Y\), if and only if,

\[ \overline{A}(w, v) + b(v, \xi) + c(v, h) = (\overline{f}, v) \quad \forall v \in X, \quad (6.29) \]

\[ b(w, q) = (\overline{\xi}, q) \quad \forall q \in Q. \quad (6.30) \]

Moreover, \( M' \) is continuous at \((u, p, g)\). 

Proof. We will show that for \( \epsilon > 0 \) there exists \( \delta > 0 \) such that

\[ \|M(u_1, p_1, g_1) - M(u_2, p_2, g_2) - M'(u, p, g) \cdot (u_1 - u_2, p_1 - p_2, g_1 - g_2)\|_Y < \epsilon, \quad (6.31) \]

if \( \|u_1 - u_2, p_1 - p_2, g_1 - g_2\|_V < \delta. \)
Using (6.11) and inequalities shown in (6.28),

\[
(M(u_1, p_1, g_1) - M(u_2, p_2, g_2) - M'(u, p, g) \cdot (u_1 - u_2, p_1 - p_2, g_1 - g_2), (v, q))
\]

\[
= A(u_1, v) - A(u_2, v) + b(v, p_1 - p_2) + c(v, g_1 - g_2) + b(u_1 - u_2, q)
\]

\[
- A(u_1 - u_2, v) - b(v, p_1 - p_2) - c(v, g_1 - g_2) - b(u_1 - u_2, q)
\]

\[
= \nu_\infty(D(u_1), D(v)) + (\nu_0 - \nu_\infty)((1 + |D(u_1)|^{2-r})^{-1}D(u_1), D(v))
\]

\[
- \nu_\infty(D(u_2), D(v)) + (\nu_0 - \nu_\infty)((1 + |D(u_2)|^{2-r})^{-1}D(u_2), D(v))
\]

\[
- [\nu_\infty(D(u_1 - u_2), D(v)) + (\nu_0 - \nu_\infty)((1 + |D(u)|^{2-r})^{-1}D(u_1 - u_2), D(v))
\]

\[
+ (\nu_0 - \nu_\infty)(r - 2)((1 + |D(u)|^{2-r})^{-2}|D(u)|^{-r}(D(u) : D(u_1 - u_2))D(u), D(v))
\]

\[
\leq M||u_1 - u_2||_1||v||_1 + \nu_\infty||D(u_1 - u_2)||_0||D(v)||_0
\]

\[
+ (\nu_0 - \nu_\infty)(3 - r) \int_\Omega (1 + |D(u)|^{2-r})^{-1}|D(u_1 - u_2)|||D(v)||_1 d\Omega
\]

\[
\leq (M + \nu_\infty + (\nu_0 - \nu_\infty)(3 - r)||u_1 - u_2||_1||v||_1.
\]

(6.32)

The choice of \( \delta = \frac{\nu_\infty + (\nu_0 - \nu_\infty)(3 - r)}{M + \nu_\infty + (\nu_0 - \nu_\infty)(3 - r)} \) then implies (6.31). Continuity of \( M' \) follows from Lemma 6.3.2. \( \square \)

It is straightforward to show that \( J \) as defined in (6.15) is Frechét differentiable at \( (u, p, g) \).

We now show that \( M'(u, p, g) \) maps onto \( Y \).

**Lemma 6.3.4.** The operator \( M'(u, p, g) \) is onto \( Y \).

**Proof.** First, note that for any \((\overline{f}, \overline{\phi}) \in Y\), the problem (6.29) - (6.30) is well-posed. Existence and uniqueness of its solution follow from Lemma 6.3.2, the inf-sup condition (6.12) and the Lax-Milgram theorem. Thus, we are able to find a \((w, \xi) \in X \times Q\) satisfying the equations

\[
\nu_\infty(D(w), D(v)) + (\nu_0 - \nu_\infty)((1 + |D(u)|^{2-r})^{-1}D(w), D(v)) - (\xi, \nabla \cdot v)
\]

\[
+ (\nu_0 - \nu_\infty)(r - 2)((1 + |D(u)|^{2-r})^{-2}|D(u)|^{-r}(D(u) : D(w))D(u), D(v)) = (\overline{f}, v) \forall v \in X,
\]

\[
(\nabla \cdot w, q) = (\overline{\phi}, q) \forall q \in Q.
\]

Now, choose \( h = 0 \in G \). Then clearly \( M'(u, p, g) \cdot (w, \xi, h) = (\overline{f}, \overline{\phi}) \) and hence \( M'(u, p, g) \) is onto \( Y \). \( \square \)
Theorem 6.3.5. Let \((u, p, g) \in V\) denote an optimal solution of (6.17). Then there exists a nonzero Lagrange multiplier \((\gamma, \sigma) \in X \times Q\) satisfying

\[-J'(u, p, g) \cdot (v, q, h) + \langle M'(u, p, g) \cdot (v, q, h), (\gamma, \sigma) \rangle = 0 \quad \forall (v, q, h) \in V.\]  

(6.33)

Proof. Lemmas 6.3.3 and 6.3.4, along with the fact that \(J\) is Fréchet differentiable at \((u, p, g)\) allow us to use Lemma 6.3.1 to show the existence of a \((\gamma, \sigma) \in X \times Q\) satisfying (6.33).

\[\Box\]

6.3.2 The Lagrange multiplier rule

We now derive the optimality system based on the Lagrange multiplier rule. Introduce the Lagrange multipliers \(w \in X\) and \(\xi \in Q\) and define the Lagrangian

\[\mathcal{L}(u, p, g, w, \xi) = J(u, p, g) + \nu_\infty(D(u), D(w)) - (p, \nabla \cdot w) + (\nabla \cdot u, \xi)\]

\[+ (\nu_0 - \nu_\infty)((1 + |D(u)|^{2-r})^{-1}D(u), D(w)) - (f, w) - (g, w)_S,\]

for any \((u, p, g, w, \xi) \in X \times Q \times G \times X \times Q\). We now want to find stationary points of \(\mathcal{L}(u, p, g, w, \xi)\) over the product space \(X \times Q \times G \times X \times Q\). Variations in the Lagrange multipliers \(w, \xi\) yields the state equations

\[\nu_\infty(D(u), D(v)) + (\nu_0 - \nu_\infty)((1 + |D(u)|^{2-r})^{-1}D(u), D(v))\]

\[= - (p, \nabla \cdot v) = (f, v) + (g, v)_S,\]

(6.35)

\[(\nabla \cdot u, q) = 0.\]

(6.36)

for any \((v, q) \in X \times Q\). Variations in the state variables \(u, p\) yield the adjoint equations

\[\nu_\infty(D(w), D(v)) - (\xi, \nabla \cdot v) + (\nu_0 - \nu_\infty)((1 + |D(u)|^{2-r})^{-1}D(u), D(v))\]

\[+ (\nu_0 - \nu_\infty)(r - 2)((1 + |D(u)|^{2-r})^{-2}|D(u)|^{-r}(D(u) : D(w)))D(u), D(v))\]

\[= - \sum_{i=1}^{m} \left( \int_{S_i} u \cdot n \, dS_i - Q_i \right) \left( \int_{S_i} v \cdot n \, dS_i \right) \forall v \in X,\]

(6.37)

\[(\nabla \cdot w, q) = 0 \forall q \in Q,\]

(6.38)
and variations in the control $g$ yield the necessary condition

$$
(g, h)_S = \frac{1}{\epsilon} (w, h)_S \forall h \in G.
$$

(6.39)

Thus, an optimal solution to (6.17) must satisfy the optimality system formed by (6.35)-(6.39). The adjoint problem (6.37)-(6.38) can be rewritten as

$$
\bar{A}(w, v) + b(v, \xi) = F(v) \forall v \in X,
$$

(6.40)

$$
b(w, q) = 0 \forall q \in Q,
$$

(6.41)

where $F : X \to \mathbb{R}$ is defined by

$$
F(v) = -\sum_{i=1}^{m} (\int_{S_i} u \cdot n \, dS_i - Q_i)(\int_{S_i} v \cdot n \, dS_i),
$$

(6.42)

and it is well-posed.

Note that using (6.29)-(6.30), the equation (6.33) in theorem 6.3.5 can be equivalently rewritten as the adjoint equations (6.37)-(6.38) and necessary condition (6.39). Since $(u, p, g)$ are an optimal solution of (6.17), they necessarily satisfy the state equations (6.35)-(6.36), and thus we see that the optimality system is satisfied.

### 6.4 Steepest descent approach

#### 6.4.1 Finite element approximation

We continue by defining an approximate optimality system using finite element methods. Suppose $\tau_h$ is a triangulation of $\Omega$ such that $\Omega = \{ \cup K : K \in \tau_h \}$. Let $(X_h, Q_h) \subset (X, Q)$ be LBB stable finite element spaces defined on $\tau_h$. The finite element approximation of the state equations (6.35)-(6.36) is as follows: find $(u_h, p_h) \in (X_h, Q_h)$ satisfying, for all $(v_h, q_h) \in (X_h, Q_h),

$$
\nu_\infty(D(u_h), D(v_h)) + (\nu_0 - \nu_\infty)((1 + |D(u_h)|^2 - r)^{-1}D(u_h), D(v_h))
$$

$$
-(p_h, \nabla \cdot v_h) = (f, v_h) + (g_h, v_h)_S,
$$

(6.43)

$$
(\nabla \cdot u_h, q_h) = 0.
$$

(6.44)
The finite element approximation of the adjoint equations (6.37)-(6.38) is: find \((w_h, \xi_h) \in (X_h, Q_h)\) satisfying, for all \((v_h, q_h) \in (X_h, Q_h)\),

\[
\nu_{\infty} (D(w_h), D(v_h)) - (\xi, \nabla \cdot v_h) + (\nu_0 - \nu_{\infty})(1 + |D(u_h)|^{2-r})^{-1} D(w_h), D(v_h)) \\
+ (\nu_0 - \nu_{\infty})(r-2)(1 + |D(u_h)|^{2-r})^{-2} |D(u_h)|^{-r} (D(u_h), D(w_h)) D(u_h), D(v_h))
\]

\[
= - \sum_{i=1}^{m} \left( \int_{S_i} u_h \cdot n \ dS_i - Q_i \right) \left( \int_{S_i} v_h \cdot n \ dS_i \right), \\
(\nabla \cdot w_h, q_h) = 0.
\]

Finally, let \(G_h\) be a finite dimensional subspace of \(G\). Then the finite element approximation of the necessary condition is

\[
(g_h, h_h)_{S} = \frac{1}{\epsilon} (w_h, h_h)_{S} \ \forall \ h_h \in G_h.
\]

### 6.4.2 Steepest descent algorithm

In practice, the size of the optimality system is very large, and therefore the state and adjoint systems must be decoupled. To do so in this study, we will implement an optimization algorithm presented in [48]. This optimization algorithm uses a gradient method for minimizing the functional \(M(g) := J(u(g), p(g), g)\) where \(J\) is defined as in (6.15). This method is given by

\[
g_{k+1} = g_k - \rho_k \frac{dM}{dg_k},
\]

where \(\rho_k\) is a step-size chosen in an appropriate fashion. By the optimality condition (6.39), the gradient \(\frac{dM}{dg_k}\) can be determined by a solution of the adjoint system:

\[
\frac{dM}{dg_k} = \epsilon g_k - w_k|_S.
\]

Assuming the step size is dependent on the penalty parameter \(\epsilon\), i.e., \(\rho_k = \frac{\alpha_k}{\epsilon}\) and using (6.49), the steepest descent algorithm for \(g_k\) reads

\[
g_{k+1} = (1 - \alpha_k)g_k + \frac{\alpha_k}{\epsilon} w_k|_S.
\]

**Algorithm 6.4.1.** *Steepest descent algorithm*
Choose an initial control $g_0$.

For $k = 0, 1, \ldots$,

1. Solve (6.43)-(6.44) for $(u^h_k, p^h_k)$.
2. Solve (6.45)-(6.46) for $(w^h_k, \xi^h_k)$.
3. Update the control by (6.50).

6.5 Numerical Results

In this section we present a model flow problem subject to specified flow rates on both inflow and outflow boundaries. The problem that we present here is a more complicated version of a numerical experiment used in [48, 29]. The domain of the test problem consists of a square box $(1, 6) \times (0, 5)$ connected to two inlet and two outlet channels, each of which has length and width equal to one (see Figure 6.5). The boundary of the domain contains two inflow boundaries

\[ S_1 := \{(x, y) : x = 0, \ 1 < y < 2\}, \]
\[ S_2 := \{(x, y) : x = 0, \ 3 < y < 4\}, \]

and two outflow boundaries

\[ S_3 := \{(x, y) : x = 7, \ 2 < y < 3\}, \]
\[ S_4 := \{(x, y) : y = 6, \ 3 < x < 4\}, \]

on which only flow rates are specified, as well as a wall boundary on which no-slip boundary conditions are enforced. The flow rate used for the inflow boundaries $S_1$ and $S_2$ were specified to be 2 and 1, respectively. The flow rate for the right outflow boundary $S_3$ was set to $5/2$, and hence the flow rate for the top outflow boundary $S_4$ was specified to $1/2$.

As a choice of finite element spaces Taylor-Hood elements (P2 elements for the velocity, P1 elements for the pressure) were employed. All of the computations were performed on a triangular mesh that provided 27,186 degrees of freedom for the velocity and 3,469 degrees of freedom for the
pressure. In the finite element approximation of the optimal control system, the limiting viscosity values $\nu_0$ and $\nu_\infty$ were set to 20 and 1, respectively. The steepest descent algorithm was terminated once a tolerance of $J(u_h, p_h, g_h) < 10^{-6}$ was reached. Finally, all of the computations were performed using the software package FreeFem++ [39].

We began by selecting $r = 1.5$, corresponding to a shear thinning fluid. The steepest descent algorithm was performed using an initial guess of $g_0 = [0.1, 0.1]$. Figure 6.2 displays streamlines of the approximation on top of a contour plot of the magnitude of the velocity. Figure 6.3 shows the velocity profile on each of the inflow and outflow boundaries. We note that even for a more complex flow domain with multiple inflow and outflow boundaries, the steepest descent algorithm produces a smooth solution to the optimization problem. It is clear from Figure 6.3 that the relative size of the velocity profiles of the approximation on the inflow and outflow boundaries correctly match the relative sizes of the specified flow rates on those same defective boundaries. We then recomputed using all of the same parameters but changing $r = 2.0$ to simulate a Newtonian fluid. While not shown here, the approximation closely resembled that which was produced when using $r = 1.5$. That
said, there were subtle differences in the flow approximation, most notably the size and shape of the four eddies in the corners of the square portion of the domain.

We then recomputed approximations of the defective boundary problem using an initial guess of $g_0 = [10, 10]$ and $r = 1.5$. Figure 6.4 contains plots of both the streamlines and velocity contours, and Figure 6.5 depicts the flow profile on each of the defective boundaries. From both the streamlines and the velocity profiles on the inflow and outflow boundaries it is clear that by using a different initial guess we have reached a different solution to the optimal control problem than that shown above.

Figure 6.2: Streamlines and magnitude of the velocity approximation for $r = 1.5$ and $g_0 = [0.1, 0.1]$. 

We then recomputed approximations of the defective boundary problem using an initial guess of $g_0 = [10, 10]$ and $r = 1.5$. Figure 6.4 contains plots of both the streamlines and velocity contours, and Figure 6.5 depicts the flow profile on each of the defective boundaries. From both the streamlines and the velocity profiles on the inflow and outflow boundaries it is clear that by using a different initial guess we have reached a different solution to the optimal control problem than that shown above.
Figure 6.3: Inflow and outflow velocity profiles for $r = 1.5$ and $g_0 = [0.1, 0.1]$.

Figure 6.4: Streamlines and magnitude of the velocity approximation for $r = 1.5$ and $g_0 = [10, 10]$. 
Figure 6.5: Inflow and outflow velocity profiles for $r = 1.5$ and $g_0 = [10, 10]$. 
Chapter 7

Approximation of viscoelastic flows with defective boundary conditions

In this chapter we investigate numerical algorithms for viscoelastic fluid flows with defective boundary conditions, where only flow rates or mean pressures are prescribed on parts of the boundary. The defective boundary condition problem is formulated as a minimization problem, where we seek boundary conditions of the flow equations which yield an optimal functional value. Two different approaches are considered in developing computational algorithms for the constrained optimization problem, and results of numerical experiments are presented to compare performance of the algorithms.

7.1 Model equations

The Johnson-Segalman modeling equations for viscoelastic flows are given by

\[ \sigma + \lambda (u \cdot \nabla)\sigma + \lambda g_{a} (\sigma, \nabla u) - 2 \alpha D(u) = 0 \quad \text{in } \Omega, \]  \hspace{1cm} (7.1)

\[-\nabla \cdot \sigma - 2(1 - \alpha) \nabla \cdot D(u) + \nabla p = f \quad \text{in } \Omega, \]  \hspace{1cm} (7.2)

\[ \nabla \cdot u = 0 \quad \text{in } \Omega, \]  \hspace{1cm} (7.3)
where $\sigma$ denotes the shear stress (tensor) and $\lambda$ is the Weissenberg number, defined as the product of the relaxation time and a characteristic strain rate. Assume that $p$ has zero mean value over $\Omega$.

In (7.1) and (7.2), $\alpha$ is a number such that $0 < \alpha < 1$ which may be considered as the fraction of viscoelastic viscosity. In (7.1), $g_{a}(\sigma, \nabla u)$ is defined by

$$g_{a}(\sigma, \nabla u) := \frac{1-a}{2} (\sigma \nabla u + \nabla u^T \sigma) - \frac{1+a}{2} (\nabla u \sigma + \sigma \nabla u^T)$$

for $a \in [-1,1]$.

Without loss of generality, let $S_i$ for $i = 1, 2, \ldots, j$ ($j < m$) be inflow boundaries and $S_{in} := \bigcup_{i=1}^{j} S_i$. In the standard case the governing equations are completed with the boundary conditions of Dirichlet or Neumann type on inflow, outflow boundaries such as

$$u = u_{BC} \text{ on } S, \quad \sigma = \sigma_{BC} \text{ on } S_{in},$$

or

$$(\sigma + 2(1-\alpha)D(u) - pI)\mathbf{n} = h_{BC} \text{ on } S, \quad \sigma = \sigma_{BC} \text{ on } S_{in}.$$  

We first consider the flow problem with the flow rate conditions only on $S$:

$$\int_{S_i} u \cdot \mathbf{n} dS = Q_i \quad \text{for } i = 1, \ldots, m,$$  

where $\sum_{i=1}^{m} Q_i = 0$ in order to satisfy the incompressibility condition.

The defective boundary condition problem (7.1)-(7.5) can be formulated as a minimization problem for flow rate matching. Choose the force acting on the fluid

$$g_{N} := g_{N_i} := (\sigma + 2(1-\alpha)D(u) - pI)\mathbf{n} \text{ on } S_i, \quad i = 1, 2, \ldots, m$$

and the stress condition

$$g_{D} := g_{D_i} := \sigma \text{ on } S_i, \quad i = 1, 2, \ldots, j$$

as controls.
For the flow rate conditions (7.5), consider minimizing the penalized functional

\[
\mathcal{J}(u, p, \sigma, g) := \frac{1}{2} \sum_{i=1}^{m} \left( \int_{S_i} u \cdot n \, dS_i - Q_i \right)^2 + \epsilon_1 \int_{S} |g_N|^2 \, dS + \frac{\epsilon_2}{2} \int_{S_{in}} |g_D|^2 \, dS,
\]

where \(g_N, g_D\) are controls chosen and \(\epsilon_1, \epsilon_2\) are penalty parameters.

Let \(X, Q, \Sigma\) denote the function spaces defined in \(\Omega\) for \(u, p, \sigma\), respectively. Also let \(G_N, G_D\) denote the suitably chosen control spaces for \(g_N, g_D\), respectively. The weak formulation for (7.1)-(7.3), (7.6)-(7.7) is then given by, \(\forall \tau \in \Sigma, v \in X, \) and \(q \in Q,\)

\[
(\sigma, \tau) + \lambda((u \cdot \nabla)\sigma, \tau) + \lambda(g_a(\sigma, \nabla u), \tau) - 2\alpha(D(u), \tau) + (\sigma, \tau)_{S_{in}} = (g_D, \tau)_{S_{in}},
\]

\[
(\sigma, D(v)) + 2(1-\alpha)(D(u), D(v)) - (p, \nabla \cdot v) - (f, v) = (g_N, v)_{S},
\]

\[
(q, \nabla \cdot u) = 0.
\]

Now the defective boundary condition problem is formulated as the following optimization problem:

find \((u, p, \sigma)\) and \((g_N, g_D)\) such that the functional (7.8) is minimized

subject to (7.9)-(7.11).

Remark 7.1.1. In this chapter we will not consider any analytical results for the optimization problem (7.12) in specified function spaces. All algorithms will be derived under the assumption that an optimal solution and Lagrange multipliers exist in appropriately chosen function spaces.

7.2 The Optimality system

We use the Lagrange multiplier rule to derive the optimality system and the first-order necessary condition that the optimal solution must satisfy. Define the Lagrangian

\[
\mathcal{L}(u, p, \sigma, g_N, g_D, w, \xi, \eta) = \mathcal{J}(u, p, \sigma, g) + (\sigma, \eta) + \lambda((u \cdot \nabla)\sigma, \eta)
\]

\[
+ \lambda(g_a(\sigma, \nabla u), \eta) - 2\alpha(D(u), \eta) + (\sigma, \eta)_{S_{in}} - (g_D, \eta)_{S_{in}} + (\sigma, D(w))
\]

\[
+ 2(1-\alpha)(D(u), D(w)) - (p, \nabla \cdot w) - (f, w) - (g_N, w)_{S} - (\xi, \nabla \cdot u),
\]
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where \((w, \xi, \eta) \in X \times Q \times \Sigma\) are adjoint velocity, pressure and stress, respectively. The adjoint momentum equation is derived by \(\frac{\partial C}{\partial u} = 0\), as

\[
-2\alpha(\eta, D(v)) + \lambda((v \cdot \nabla)\sigma, \eta) + \phi((\sigma, \eta), v)) + 2(1 - \alpha)(D(w), D(v))
- (\xi, \nabla \cdot v) = -\sum_{i=1}^{m} \left( \int_{S_i} u \cdot n \, dS_i - Q_i \right) \int_{S_i} v \cdot n \, dS_i \quad \forall v \in X, \tag{7.14}
\]

where

\[
(\phi(\sigma, \eta), v) := \frac{1-a}{2} \left[ (\sigma^T \eta, \nabla v) + (\eta \sigma^T, (\nabla v)^T) \right] - \frac{1+a}{2} \left[ (\eta \sigma^T, \nabla v) + (\sigma^T \eta, (\nabla v)^T) \right]. \tag{7.15}
\]

Note that by integrating by parts, the \(\phi\) term may be written as

\[
(\phi(\sigma, \eta), v) = \frac{1-a}{2} \left[ (- (\nabla \cdot (\eta^T \sigma), v) - (\nabla \cdot (\sigma^T \eta), v) + (\eta \sigma^T) n, v)_S + (\eta \sigma^T) n, v)_S \right]
- \frac{1+a}{2} \left[ (- (\nabla \cdot (\sigma^T \eta), v) - (\nabla \cdot (\sigma^T \eta), v) + (\sigma \eta^T) n, v)_S + (\sigma \eta^T) n, v)_S \right]
= (a - 1) \left[ (\nabla \cdot (\eta^T \sigma), v) + (\eta \sigma^T) n, v)_S \right]
+ (1 + a) \left[ ((\nabla \cdot (\sigma \eta^T), v) + ((\sigma \eta^T) n, v)_S \right]. \tag{7.16}
\]

Also, we can write the second term in (7.14) as

\[
((v \cdot \nabla)\sigma, \eta) = \begin{bmatrix} \sigma : \frac{\partial \tau}{\partial x} \eta \\ \sigma : \frac{\partial \tau}{\partial y} \eta \end{bmatrix}, v) - ((\nabla \cdot v)\sigma, \eta) + ((v \cdot n)\sigma, \eta)_S. \tag{7.17}
\]

The condition \(\frac{\partial C}{\partial p} = 0\) implies the adjoint mass equation

\[
(\nabla \cdot w, q) = 0 \quad \forall q \in Q. \tag{7.18}
\]

The adjoint constitutive equation is derived by \(\frac{\partial C}{\partial \sigma} = 0\):

\[
(\sigma, \tau) + \lambda((u \cdot \nabla)\eta, \tau) + ((\psi(\eta, u), \tau)) + (D(w), \tau)
+ (\eta, \tau)_S_{in} + \lambda((u \cdot n)\eta, \tau)_S = 0 \quad \forall \tau \in \Sigma, \tag{7.19}
\]
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where $\psi(\eta, u)$ is defined by

$$
\psi(\eta, u) := \frac{1 - a}{2} (\eta(\nabla u)^T + (\nabla u)\eta) - \frac{1 + a}{2} ((\nabla u)^T \eta + \eta \nabla u).
$$

Finally, $\frac{\partial \mathcal{L}}{\partial g} = 0, \frac{\partial \mathcal{L}}{\partial \tilde{g}} = 0$ imply the first order necessary conditions:

$$
(g_N, h)_S = \frac{1}{\epsilon_1} (w, h)_S \quad \forall h \in G_N,
$$

$$
(g_D, \tilde{h})_{S, n} = \frac{1}{\epsilon_2} (\eta, \tilde{h})_{S, n} \quad \forall \tilde{h} \in G_D.
$$

### 7.3 Steepest descent approach

We present in this section the methodology used for the steepest descent approach. Due to the hyperbolic nature of the constitutive equation, a stabilization technique is needed for finite element simulation of viscoelastic flows. The discontinuous Galerkin method is used for approximating the stress.

We will choose the Taylor-Hood element pair ($(P_2)^d, P_1$) for our choice of velocity-pressure finite element space. The stress $\sigma$ is approximated in the discontinuous finite element space of piecewise linears:

$$
\Sigma^h := \{ \tau \in \Sigma : \tau|_K \in P_1(K)^{d \times d}, \forall K \in T_h \}.
$$

Below we introduce some notation to be used for approximating stress by the discontinuous Galerkin method. We define

$$
\partial K^- (u) := \{ x \in \partial K, \ u \cdot n < 0 \},
$$

where $\partial K$ is the boundary of $K$ and $n$ is outward unit normal,

$$
\tau^\pm (u) := \lim_{\epsilon \to 0^\pm} \tau(x + \epsilon u(x)),
$$

and

$$
< \sigma^\pm, \tau^\pm >_{h,u} := \sum_{K \in T_h} \int_{\partial K^- (u)} (\sigma^\pm (u), \tau^\pm (u))|n \cdot u| \, ds.
$$
The gradient of the function $\rho$ where

$$
\nabla (u \cdot \nabla) \rho^h, \tau^h) + < \sigma^h^+, \tau^h^+ >_{h,u^h}.
$$

(7.1)

The Galerkin finite element approximation of the state and adjoint equations is then as follows: find $(u^h, p^h, \sigma^h) \in X^h \times S^h \times \Sigma^h$ and $(w^h, \xi^h, \eta^h) \in X^h \times Q^h \times \Sigma^h$ such that

$$(\sigma^h, \tau^h) + \lambda B^h(u^h, \sigma^h, \tau^h) + \lambda (g(u, \nabla u^h), \tau^h)
-2\alpha(D(u^h), \tau^h) + (\eta^h, \tau^h)_{S_{in}} = (g_D^h, \tau)_{S_{in}} \ \forall \tau^h \in \Sigma^h,
(7.2)

(\sigma^h, d(v^h)) + 2(1 - \alpha) (d(u^h), d(v^h)) - (p^h, \nabla \cdot v^h)
= (f, v^h) + (g^h, v^h)_{S} \ \forall v^h \in X^h,
(7.3)

(\eta^h, \nabla \cdot u^h) = 0 \ \forall \eta^h \in Q^h,
(7.4)

$$(\eta^h, \tau^h) + \lambda \left[ B^h(-u^h, \eta^h, \tau^h) + (\psi(\eta^h, u^h), \tau^h) \right] + (D(w^h), \tau^h)
+ (\eta^h, \tau^h)_{S_{in}} + \lambda ((u^h \cdot n) \eta^h, \tau^h)_S = 0 \ \forall \tau \in \Sigma^h,
(7.5)

-2\alpha(\eta^h, D(v^h)) + \lambda \left[ \left( \frac{\partial}{\partial x} \eta^h \right), v^h \right] - ((\nabla \cdot v^h) \sigma^h, \eta^h) + (D^h, \eta^h)_S
-2(1 - \alpha)(D(w^h), D(v^h)) - (\xi^h, \nabla \cdot v^h) + \lambda (\eta^h, \tau^h)_{S_{in}}
= -\sum_{i=1}^m \left( \int_{S_i} u^h \cdot n \, dS_i - Q_i \right) \int_{S_i} v^h \cdot n \, dS_i \ \forall \eta \in X^h,
(7.6)

(q^h, \nabla \cdot w^h) = 0 \ \forall q^h \in Q^h.
(7.7)

The optimality system is a coupled system whose solution yields a solution of the optimization problem. In practice, the size of the system is huge, and therefore the state and adjoint systems need to be decoupled. One way of accomplishing this is through a gradient type method. The gradient method for minimizing the functional $M(g) := J(u(g), p(g), \sigma(g), g)$ is given in the form of

$$
g_{(k+1)} = g_{(k)} - \rho_k \frac{dM}{dg},
$$

(8.7)

where $\rho_k$ is a step size (in our computations chosen using the golden section search algorithm). The gradient of the function $\frac{dM}{dg}$ can be determined by a solution of the adjoint system by the
optimality conditions (7.21), (7.22):
\[
\frac{dM}{dg_{N_k}} = \epsilon_1 g_{N_k} - w_k|_S.
\] (7.9)

Assuming the step size is dependent on the penalty parameter \( \epsilon_1 \), i.e., \( \rho_k = \alpha_k / \epsilon_1 \) and using (7.9), the steepest decent algorithm for \( g_{N_k} \) is written as
\[
g_{N_{k+1}} = (1 - \alpha_k)g_{N_k} + \frac{\alpha_k}{\epsilon_1} w_k|_S.
\] (7.10)

Similarly, the algorithm for \( g_{D_k} \) is given by
\[
g_{D_{k+1}} = (1 - \beta_k)g_{D_k} + \frac{\beta_k}{\epsilon_2} \eta_k|_{S_i}.\] (7.11)

Algorithm 7.3.1. (Steepest descent algorithm)

Choose the initial controls \( g_{N0}, g_{D0} \).

For \( k = 0, 1, \ldots \)

1. Solve (7.2)-(7.4) for \( (u^h_k, p^h_k, \sigma^h_k) \).

2. Solve (7.5)-(7.7) for \( (w^h_k, \xi^h_k, \eta^h_k) \).

3. Update the controls by (7.10) and (7.11).

7.4 Mean pressure boundary condition

The minimization approach discussed in previous sections can be extended for other types of defective boundary condition, e.g., mean pressure boundary condition. Suppose we have mean pressure specified on defective boundaries:
\[
\frac{1}{|S_i|} \int_{S_i} p \, dS = P_i \quad \text{for } i = 1, \ldots, m.
\] (7.12)
Since pressure is unique up to a constant, we may set $g_{N_1} = 0$, and $p$ is shifted appropriately so that the mean pressure condition on $S_1$ is satisfied. Define the functional

$$J(u, p, \sigma, g) := \frac{1}{2} \sum_{i=1}^{m} \left( \frac{1}{|S_i|} \int_{S_i} p \, dS_i - P_i \right)^2 + \epsilon_1 \int_{S} |g_N|^2 \, dS + \frac{\epsilon_2}{2} \int_{S_{in}} |g_D|^2 \, dS,$$

(7.13)

where $g_N$ and $g_D$ are defined as before. Using a similar approach as shown in previous sections, we can obtain the optimality system

$$(\sigma, \tau) + \lambda (u \cdot \nabla \sigma, \tau) + \lambda (g_a(\sigma, \nabla u), \tau) - 2\alpha (D(u), \tau) + (\sigma, \tau)_{S_{in}} = (g_D, \tau)_{S_{in}} \quad \forall \tau \in \Sigma,$$

(7.14)

$$(\sigma, D(v)) + 2(1 - \alpha) (D(u), D(v)) - (p, \nabla \cdot v) = (f, v) + (g_N, v) \quad \forall v \in X,$$

(7.15)

$$(q, \nabla \cdot u) = 0 \quad \forall q \in Q.$$

(7.16)

and the adjoint equations

$$(\eta, \tau) + \lambda ((-u \cdot \nabla) \eta, \tau) + \lambda (\psi(\eta, u), \tau) + (D(w), \tau) + \lambda (u \cdot n) \eta, \tau \rangle_{S_{in}} = 0 \quad \forall \tau \in \Sigma,$$

(7.17)

$$-2\alpha (\eta, D(v)) + \lambda ((\psi \cdot \nabla) \eta) + \phi (\eta, v)) + 2(1 - \alpha) (D(w), D(v))$$

$$- (\xi, \nabla \cdot v) = 0 \quad \forall v \in X,$$

(7.18)

$$(q, \nabla \cdot w) = \sum_{i=1}^{m} \left( \frac{1}{|S_i|} \int_{S_i} p \, dS_i - P_i \right) \int_{S_i} q \, dS_i \quad \forall q \in P,$$

(7.19)

where $\phi(\cdot, \cdot)$, $\psi(\cdot, \cdot)$ are defined by (7.15) and (7.20), respectively. The condition for $g_N, g_D$ are same as (7.21) and (7.22), and the steepest decent algorithm can be used for the mean pressure condition problem.

### 7.5 Nonlinear least squares approach

In this section we reconsider the minimization problem (7.12) from a nonlinear least squares viewpoint. In this approach, motivated by the definition of the penalty terms in (7.8), we specify the control spaces as $G_N \times G_D := L^2(S) \times L^2(S_{in})$ to clearly describe the definitions of operators.
and to present Algorithm 7.5.1, where calculating of function norms in suitable spaces is essential for the success of the algorithm.

Define the nonlinear operator \( N : \mathbf{G}_N \times \mathbf{G}_D \to \mathbb{R}^m \times \mathbf{G}_N \times \mathbf{G}_D \) by

\[
N(g) = \begin{pmatrix}
\int_{S_1} u \cdot n \, dS - Q_1 \\
\vdots \\
\int_{S_m} u \cdot n \, dS - Q_m \\
\sqrt{\epsilon_1} g_N \\
\sqrt{\epsilon_2} g_D
\end{pmatrix},
\]

where \( g := (G_N, G_D) \) and \( u \) is the fluid velocity satisfying (7.9)-(7.11) when \( g_N, g_D \) are boundary condition in the equations. Then, (7.8) can be written as

\[
J(g) = \frac{1}{2} \| N(g) \|^2_{\mathbb{R}^m \times \mathbf{G}_N \times \mathbf{G}_D} \tag{7.20}
\]

and the nonlinear least squares problem we consider is to seek \( g \in \mathbf{G}_N \times \mathbf{G}_D \) such that (7.20) is minimized. \( \tag{7.21} \)

We can linearize \( N(g) \) using the Fréchet derivative of \( N(\cdot) \) at \( \xi \), \( N'(\xi) \), by

\[
N(g) = N(\xi) + N'(\xi)(g - \xi) + O(\|g - \xi\|^2_{\mathbf{G}_N \times \mathbf{G}_D})
\]

so that solutions of the nonlinear least squares problem can be obtained by repeatedly solving the linear least squares problem

\[
\min_{h \in \mathbf{G}_N \times \mathbf{G}_D} \frac{1}{2} \| N(\xi) + N'(\xi)h \|^2_{\mathbb{R}^m \times \mathbf{G}_N \times \mathbf{G}_D}, \tag{7.22}
\]

where \( h = g - \xi \). Hence, starting with arbitrary \( g^{(0)} \), we can find a sequence \( \{g^{(k)}\} \) obtained by \( g^{(k)} = g^{(k-1)} + h^{(k)} \), where \( h^{(k)} \) is a solution of the linear least squares problem (7.22).

For \( \xi \in \mathbf{G}_N \times \mathbf{G}_D \), the Fréchet derivative \( N'(\xi)(\cdot) : \mathbf{G}_N \times \mathbf{G}_D \to \mathbb{R}^m \times \mathbf{G}_N \times \mathbf{G}_D \) is defined

87
by

\[ N'(g)(h) = \begin{pmatrix}
\int_{S_1} w \cdot n \, dS \\
\vdots \\
\int_{S_m} w \cdot n \, dS \\
\sqrt{\epsilon_1} h_N \\
\sqrt{\epsilon_2} h_D
\end{pmatrix}, \]

where \( h := (h_N, h_D) \) and \((w, \xi, \eta)\) is the solution of linearized problem

\[ (\eta, \tau) + \lambda \left[ ((\mathbf{u} \cdot \nabla) \eta, \tau) + ((w \cdot \nabla) \sigma, \tau) + (g_a(\eta, \nabla \mathbf{u}), \tau) + (g_a(\sigma, \nabla w), \tau) \right] \\
- 2\alpha (D(w), \tau) + (\eta, \tau)_{S_{in}} = (h_D, \tau)_{S_{in}}, \quad (7.23) \\
(\eta, D(v)) + 2(1 - \alpha) (D(w), D(v)) - (\xi, \nabla \cdot v) = (h_N, v)_S \quad \forall v \in X, \quad (7.24) \\
(q, \nabla \cdot w) = 0 \quad \forall q \in S. \quad (7.25) \]

In the above equations \((\mathbf{u}, \sigma)\) is the solution of (7.9)–(7.11) with \( g = (g_N, g_D) \) replaced by \( \overline{g} = (\overline{g}_N, \overline{g}_D). \)

It is necessary to define the adjoint operator of \( N'(g) \) in order to solve the linear least squares problem (7.22). We define \((N'(g))^*(\cdot) : \mathbb{R}^m \times G_N \times G_D \rightarrow G_N \times G_D \) by

\[ (N'(g))^* \begin{pmatrix}
y \\
\gamma \\
\beta
\end{pmatrix} = \begin{pmatrix}
z|_S + \sqrt{\epsilon_1} \gamma \\
\sqrt{\epsilon_2} \beta + t|_{S_{in}}
\end{pmatrix}, \]

where \((z, \varphi, t) \in X \times Q \times \Sigma\) is the solution of

\[ (t, \tau) + \lambda \left[ ((-\mathbf{u} \cdot \nabla) t, \tau) + (\psi(t, \mathbf{u}), \tau) \right] + (D(z), \tau) \\
+ \lambda ((\mathbf{u} \cdot n)t, \tau)_{S} + (t, \tau)_{S_{in}} = 0 \quad \forall \tau \in \Sigma, \quad (7.26) \]
\[-2\alpha(t, D(v)) + \lambda \left[ \left( \begin{array}{c} \sigma : \frac{\partial t}{\partial x} \\ \sigma : \frac{\partial t}{\partial y} \end{array} \right), v \right) - ((\nabla \cdot v) \sigma, t) + \phi((\sigma, t), v) \right] = (\varphi, \nabla \cdot v) + 2(1 - \alpha)(D(z), D(v)) + \lambda \left( \begin{array}{c} \sum_{i=1}^{m} y_i \int_{S_i} v \cdot n \ dS \end{array} \right) \forall v \in X, \quad (7.27)\]

\[(q, \nabla \cdot z) = 0 \quad \forall q \in Q. \quad (7.28)\]

Again, \((\mathbf{u}, \sigma)\) in (7.26)-(7.28) is the solution of (7.9)-(7.11) with \(g\) replaced by \(\mathbf{g}\). Note that taking \((v, q, \tau) = (z, \varphi, t)\) in (7.23)-(7.25), \((v, q, \tau) = (w, \xi, \eta)\) in (7.26)-(7.28) and using integration by parts, (7.15), (7.17) and (7.20), we can show

\[\sum_{i=1}^{m} y_i \int_{S_i} w \cdot n \ dS = (h_N, z)_S + (h_D, t)_{S_i_n}, \]

therefore

\[\left( \begin{array}{c} N'(\mathbf{g}) \\ h_N \\ h_D \end{array} \right), \left( \begin{array}{c} y \\ \gamma \\ \beta \end{array} \right) = \sum_{i=1}^{m} y_i \int_{S_i} w \cdot n \ dS + \sqrt{\epsilon_1}(h_N, \gamma)_S + \sqrt{\epsilon_2}(h_D, \beta)_{S_i_n} = (h_N, z)_S + (h_D, t)_{S_i_n} + \sqrt{\epsilon_1}(h_N, \gamma)_S + \sqrt{\epsilon_2}(h_D, \beta)_{S_i_n} = \left( \begin{array}{c} h_N \\ h_D \end{array} \right), (N'(\mathbf{g}))^* \left( \begin{array}{c} y \\ \gamma \\ \beta \end{array} \right). \quad (7.29)\]

We adopt the following basic conjugate gradient algorithm for the linear least squares problem (7.22), which can be found in many references. For example, see [31] or [33]. For the algorithm, we adopt the notation \(A = N'(\mathbf{g}), b = -N(\mathbf{g}), \) and \(x = h\).

**Algorithm 7.5.1. (Conjugate Gradient Method for the Least Squares Problem)**

Given \(A, b,\) and \(x^{(0)}\),

1. Set \(r^{(0)} = b - Ax^{(0)}\),
   \[p^{(0)} = A^*r^{(0)}.\]
2. For \(n = 0, 1, 2, \cdots,\)
a. if $\|A^\ast r^{(n)}\|_{G_N \times G_D} < \epsilon$ stop, 

b. $\sigma^{(n)} = \|A^\ast r^{(n)}\|^2_{G_N \times G_D} / \|Ap^{(n)}\|^2_{R^m \times G_N \times G_D},$

c. $x^{(n+1)} = x^{(n)} + \sigma^{(n)} p^{(n)},$

d. $r^{(n+1)} = r^{(n)} - \sigma^{(n)} Ap^{(n)},$

e. $\tau^{(n)} = \|A^\ast r^{(n+1)}\|^2_{G_N \times G_D} / \|A^\ast r^{(n)}\|^2_{G_N \times G_D},$

f. $p^{(n+1)} = A^\ast r^{(n+1)} + \tau^{(n)} p^{(n)}.$

Thus, the nonlinear least squares problem (7.21) can be solved using the following Gauss-Newton algorithm.

Algorithm 7.5.2.

1. Choose $g^{(0)}.$

2. For $n = 1, 2, 3, \ldots,$

   a. compute $h^{(n)}$ by the conjugate gradient algorithm 7.5.1 with $A = N'(g^{(n-1)}),$ $b = -N(g^{(n-1)}),$ and $x = h^{(n)}$;

   b. set $g^{(n)} = g^{(n-1)} + h^{(n)}.$

7.6 Numerical Results

In this section we consider a model flow problem subject to specified flow rate or mean pressure conditions on defective boundaries. Consider the problem of flow in a square domain, $\Omega = (0, 5) \times (0, 5),$ containing three defective boundaries $S_1 = \{(x, y) : x = 0, 1 < y < 2\}, S_2 = \{(x, y) : x = 0, 3 < y < 4\},$ and $S_3 = \{(x, y) : x = 5, 2 < y < 3\}$ (as seen in Figure 7.1). In the model equations (7.1)-(7.3) we take the parameters $\lambda = 0.5, \alpha = 0.5,$ and $a = 0.$ In the steepest descent algorithm the golden section search method was used to determine the optimal step sizes in both the flow rate and mean pressure matching problems. Computations were performed on both $30 \times 30$ and $50 \times 50$ triangular meshes, providing 29,058 and 79,856 total degrees of freedom, respectively. In all tests, the results on the different meshes provided identical plots. All computations were performed using the software FreeFem++ [39] on a Macbook Pro with 2.26 GHz Intel Core 2 Duo CPU and 2GB of 1066MHz DDR3 SDRAM.
Initially, for comparison purposes, we computed velocity, pressure, and stress solutions using the following parabolic profiles

\[
\begin{align*}
\mathbf{u}|_{S_1} &= \begin{bmatrix} -8(y - 1)(y - 2) \\ 0 \end{bmatrix} \\
\mathbf{u}|_{S_2} &= \begin{bmatrix} -4(y - 3)(y - 4) \\ 0 \end{bmatrix} \\
\mathbf{u}|_{S_3} &= \begin{bmatrix} -12(y - 2)(y - 3) \\ 0 \end{bmatrix}
\end{align*}
\]

as Dirichlet boundary conditions for the velocity on \( S_1, S_2, \) and \( S_3 \). Figure 7.2 depicts the magnitude of the velocity and streamlines, the horizontal velocity and pressure profile on each defective boundary, and a contour plot of each stress component of the solution generated using the Dirichlet boundary conditions.

### 7.6.1 Flow Rate Boundary Condition

The chosen Dirichlet boundary conditions yield flow rates of \( Q_1 = -\frac{4}{3}, Q_2 = -\frac{2}{3}, \) and \( Q_3 = 2 \) which were then used as flow rate boundary conditions for the flow matching problem. Both algorithms used the constant vector \( \mathbf{g} = [0.1, \ldots, 0.1] \) as an initial guess for both Dirichlet and Neumann controls. On both meshes, the steepest descent algorithm converged in 13 iterations, and the Gauss-Newton algorithm converged in three iterations. The results from the steepest descent and Gauss-Newton algorithms displayed in Figures 7.3 and 7.4, respectively, as velocity streamlines, inlet and outlet velocity and pressure profiles, and stress contours. The results from these algorithms
Figure 7.2: Plots of the magnitude of the velocity and streamlines, velocity and pressure profiles on $S_1$, $S_2$, and $S_3$, and stress contours of the solution generated using Dirichlet boundary conditions for the velocity and stress.

agree well with each other, and also seem to agree with those generated using Dirichlet boundary conditions for the velocity and stress.
Figure 7.3: Plots of the magnitude of the velocity and streamlines, velocity and pressure profiles on $S_1, S_2,$ and $S_3$, and stress contours of the solution generated using the steepest descent algorithm for the flow rate matching problem with initial guess $g = [0.1, ..., 0.1]$.

### 7.6.2 Mean Pressure Boundary Condition

Using the Dirichlet boundary conditions we computed the mean pressure on all of the defective boundaries, and then shifted the numerical solution so that the mean pressure on $S_1, P_1$, is zero.
Figure 7.4: Plots of the magnitude of the velocity and streamlines, velocity and pressure profiles on $S_1$, $S_2$, and $S_3$, and stress contours of the solution generated using the Gauss-Newton algorithm for the flow rate matching problem with initial guess $g = [0.1, \ldots, 0.1]$.

Using this shifted solution the mean pressure on $S_2$ and $S_3$ (used for the mean pressure matching problem) is $P_2 = -1.992$ and $P_3 = -8.564$. A solution (seen in Figure 7.5) was generated using the steepest descent algorithm using Neumann and Dirichlet controls. The steepest descent algorithm
converged in four iterations on both meshes. We observe from Figure 7.5 that the velocity streamlines generally agree with those found using Dirichlet boundary conditions and flow rate matching, but there are significant differences in the speed contours, inlet/outlet velocity and pressure profiles, as well as in the $\sigma_{12}$ stress component at the inlets and outlet.

### 7.6.3 Further flow rate boundary conditions algorithm verification

As further verification of our steepest descent and Gauss-Newton algorithms for flow rate matching, we consider again both algorithms, but now with the constant vector $g = [5, ..., 5]$ as an initial guess for both controls. Both algorithms converged, with the steepest descent needing 17 iterations while the Gauss-Newton algorithm converged in three iterations. The solutions are displayed in Figures 7.6-7.7, respectively, and we observe they match each other exactly, but are quite different from the solutions found with initial guess $g = [0.1, ..., 0.1]$. These and previous results indicate that both algorithms converge to a same local minimum and the local minimum found by the algorithms is determined by an initial guess.
Figure 7.5: Plots of the magnitude of the velocity and streamlines, velocity and pressure profiles on $S_1$, $S_2$, and $S_3$, and stress contours of the solution generated using the steepest descent algorithm for the mean pressure matching problem with initial guess $\mathbf{g} = [0.1, \ldots, 0.1]$. 

Figure 7.6: Plots of the magnitude of the velocity and streamlines, velocity and pressure profiles on $S_1$, $S_2$, and $S_3$, and stress contours of the solution generated using the steepest descent algorithm for the flow rate matching problem with initial guess $g = [5, \ldots, 5]$. 
Figure 7.7: Plots of the magnitude of the velocity and streamlines, velocity and pressure profiles on $S_1, S_2,$ and $S_3$, and stress contours of the solution generated using the Gauss-Newton algorithm for the flow rate matching problem with initial guess $g = [5, ..., 5]$. 
Chapter 8

Conclusions

This work began in Chapter 3 where we studied a finite element method for the time-dependent NSE based on the recently developed VVH formulation. Through a rigorous stability analysis we have shown that the velocity is unconditionally stable, as is the vorticity if we penalize the discrete solution to be ‘close’, in some sense, to the curl of the discrete velocity. Numerical experiments show mixed results: for an idealized problem, optimal convergence rates are recovered for the velocity and near-optimal convergence rates are recovered for the vorticity. However, on channel flow problems over a step, it is clear that improved vorticity boundary conditions need to be developed in order for this method to be competitive when higher order elements are used. In Chapter 4 we addressed this problem by proposing a new, simple vorticity boundary condition. This boundary condition, intended for portions of the domain where no-slip velocity boundary conditions are to be enforced, was derived directly from the vorticity equation, and consisted of boundary integrals of the pressure and forcing function. A 3d finite element method was then presented to solve the steady NSE and vorticity equations implementing our new vorticity boundary conditions. On a simple 3d problem, we verified that optimal convergence rates are achieved for the velocity and vorticity solutions, and we are currently working on performing several 3d benchmark problems to further test the method.

Chapter 5 derived a new, reduced order MDM, based off of the original MDM proposed in [22]. The RMDM allowed us to derive a $C^0$ finite element method that is unconditionally stable. Additionally, the method consists of a linearized backward Euler timestepping scheme which decouples the filter solve, making the method efficient. We then proved analytically that optimal
convergence rates are achieved (with respect to the model solution). The chapter ended by implementing our method on two benchmark 2d flow problems. In both examples, more accurate solutions are recovered from the RMDM when we use two different spatial scales for the filters, verifying the effectiveness of our multiscale model.

Our study of the defective boundary problem for non-Newtonian flows began in Chapter 6, where we considered a numerical method for generalized-Newtonian flows governed by the Cross model with flow rate boundary conditions. The problem was formulated as a constrained optimal control problem for which we proved solutions must exist. We then proved the existence of Lagrange multipliers, and used the Lagrange multiplier method to derive an optimality system. Finally, a steepest descent method was proposed that decouples the optimality system. We ended the chapter by studying a complex 2d flow problem for which we were able to accurately and efficiently produce solutions, verifying the robustness of our numerical method.

Chapter 7 investigated two numerical methods for viscoelastic flows with flow rate or mean pressure boundary conditions. As in Chapter 6, the defective boundary problem was transformed into an optimal control problem. The first method to solve this system stems from that presented in Chapter 6, where an optimality system is derived using the Lagrange multiplier method, and a steepest descent method is used to decouple and solve the optimality system. The second method reconsidered the optimality system from a nonlinear least squares (NLS) viewpoint. We solved the NLS problem by solving a related linear least squares problem (which was done using a conjugate gradient method). Finally, a numerical experiment was considered to compare and contrast the two methods, showing that the former is more robust, but the latter is more efficient.
Appendices
Appendix A  deal.II code for 3d vorticity equation

1 /***********************************************************************************/
2 /* Author – Keith Galvin */
3 /* Last updated – 6/4/13 */
4 /* Model – 3d steady NSE and vorticity equation */
5 /* Vorticity boundary conditions: Dirichlet */
6 /* Vorticity boundary conditions: New Natural vort bc */
7 /* Nonlinear Method for steady NSE: Newton’s Method */
8 /* Solver – UMFPACK Sparse Direct Solver */
9 /***********************************************************************************/
10
11 // Header Files
12 #include <deal.II/base/timer.h>
13 #include <deal.II/base/thread_management.h>
14 #include <deal.II/base/multithread_info.h>
15 #include <deal.II/grid/tria.h>
16 #include <deal.II/grid/grid_generator.h>
17 #include <deal.II/grid/tria_accessor.h>
18 #include <deal.II/grid/tria_iterator.h>
19 #include <deal.II/grid/grid_tools.h>
20 #include <deal.II/grid/grid_refinement.h>
21 #include <deal.II/grid/grid_out.h>
22 #include <deal.II/dofs/dof_handler.h>
23 #include <deal.II/dofs/dof_tools.h>
24 #include <deal.II/dofs/dof_accessor.h>
25 #include <deal.II/dofs/dof_renumbering.h>
26 #include <deal.II/fe/fe_q.h>
27 #include <deal.II/fe/fe_values.h>
28 #include <deal.II/fe/fe_system.h>
29 #include <deal.II/base/quadrature_lib.h>
```cpp
#include <deal.II/base/function.h>
#include <deal.II/base/logstream.h>
#include <deal.II/base/utilities.h>
#include <deal.II/base/tensor_function.h>
#include <deal.II/numerics/vectors.h>
#include <deal.II/numerics/matrices.h>
#include <deal.II/numerics/data_out.h>
#include <deal.II/numerics/error_estimator.h>
#include <deal.II/lac/full_matrix.h>
#include <deal.II/lac/solver_cg.h>
#include <deal.II/lac/precondition.h>
#include <deal.II/lac/constraint_matrix.h>
#include <deal.II/lac/sparse_direct.h>
#include <deal.II/lac/matrix_lib.h>
#include <fstream>
#include <iostream>
#include <sstream>

using namespace dealii;

const long double pi = 3.141592653589793238462643;

/******************************
/*
/* Exact solution class implementations */
/*
/******************************/
/******************************
/*
/* Exact solution class – velocity */
/******************************/
```
```

template <int dim>

class ExactSolution : public Function<dim>
{

public:

ExactSolution () : Function<dim> (dim+1) {}

virtual double value (const Point<dim> &p, const unsigned int component) const;
virtual void vector_value (const Point<dim> &p, Vector<double> &values) const;
virtual Tensor<1,dim> gradient (const Point<dim> &p, const unsigned int component) const;
virtual void vector_gradient (const Point<dim> &p, std::vector<Tensor<1,dim>> &gradients) const;

};

template <int dim>

double ExactSolution<dim>::value (const Point<dim> &p, const unsigned int component) const
{

if (component == 0)
    return std::sin(2*pi*p[1]);
else if (component == 1)
    return std::cos(2*pi*p[2]);
else if (component == 2)
    return std::exp(p[0]);
else if (component == 3)
    return std::sin(2*pi*p[0]) + cos(2*pi*p[1]) + sin(2*pi*p[2]);

return 0;

```
template <int dim>
void ExactSolution<dim>::vector_value (const Point<dim> &p, Vector<double> &values) const
{
  for (unsigned int c=0; c<this->n_components; c++)
    values(c) = ExactSolution<dim>::value (p,c);
}

template <int dim>
Tensor<1,dim> ExactSolution<dim>::gradient (const Point<dim> &p, const unsigned int component) const
{
  Tensor<1,dim> return_value;
  if (component == 0)
  {
    return_value[0] = 0;
    return_value[1] = 2*pi*std::cos(2*pi*p[1]);
    return_value[2] = 0;
  }
  else if (component == 1)
  {
    return_value[0] = 0;
    return_value[1] = 0;
  }
  else if (component == 2)
  {

return_value[0] = std::exp(p[0]);
return_value[1] = 0;
return_value[2] = 0;
}
else
{
    return_value[0] = 2*pi*std::cos(2*pi*p[0]);
    return_value[1] = -2*pi*std::sin(2*pi*p[1]);
    return_value[2] = 2*pi*std::cos(2*pi*p[2]);
}

return return_value;

template <int dim>
void ExactSolution<dim>::vector_gradient (const Point<dim> &p, std::vector<Tensor<1,dim> > &gradients) const
{
    for (unsigned int c=0; c<this->n_components; c++)
        gradients[c] = ExactSolution<dim>::gradient (p,c);
}

/*****************************************
/* Exact solution class - vorticity */
*****************************************/

template <int dim>
class ExactSolutionVorticity : public Function<dim>
{
public:
    ExactSolutionVorticity () : Function<dim> (dim) {}
virtual double value (const Point<dim> &p, const unsigned int component) const;
virtual void vector_value (const Point<dim> &p, Vector<double> &values) const;
virtual Tensor<1,dim> gradient (const Point<dim> &p, const unsigned int component) const;
virtual void vector_gradient (const Point<dim> &p, std::vector<Tensor<1,dim> > &gradients) const;
};

template <int dim>
double ExactSolutionVorticity<dim>::value (const Point<dim> &p, const unsigned int component) const
{
  if (component == 0)
    return 2*pi*std::sin(2*pi*p[2]);
  else if (component == 1)
    return -std::exp(p[0]);
  else if (component == 2)
    return -2*pi*std::cos(2*pi*p[1]);
  return 0;
}

template<int dim>
void ExactSolutionVorticity<dim>::vector_value (const Point<dim> &p, Vector<double> &values) const
{
  for (unsigned int c=0; c<this->n_components; c++)
values(c) = ExactSolutionVorticity<dim>::value(p,c);

template <int dim>
Tensor<1,dim> ExactSolutionVorticity<dim>::gradient(const Point<dim> &p, const unsigned int component) const
{
    Tensor<1,dim> return_value;

    if (component == 0)
    {
        return_value[0] = 0;
        return_value[1] = 0;
        return_value[2] = 4*pi*pi*std::cos(2*pi*p[2]);
    }
    else if (component == 1)
    {
        return_value[0] = -std::exp(p[0]);
        return_value[1] = 0;
        return_value[2] = 0;
    }
    else if (component == 2)
    {
        return_value[0] = 0;
        return_value[1] = 4*pi*pi*std::sin(2*pi*p[1]);
        return_value[2] = 0;
    }

    return return_value;
}
template <int dim>

void ExactSolutionVorticity<dim>::vector_gradient (const Point<dim> &p,
    std::vector<Tensor<1,dim> > &gradients) const
{
    for (unsigned int c=0; c<this->n_components; c++)
        gradients[c] = ExactSolutionVorticity<dim>::gradient (p,c);
}

/**
  * Exact solution class (tensor) - velocity *
  */
template <int dim>
class ExactSolutionTensor : public TensorFunction<1,dim>
{
public:
    ExactSolutionTensor() : TensorFunction<1,dim>() {}
    virtual Tensor<1,dim> value (const Point<dim> &p) const;
    virtual void value_list (const std::vector<Point<dim> > &points,
        std::vector<Tensor<1,dim> > &values) const;
    virtual Tensor<2,dim> gradient (const Point<dim> &p) const;
    virtual void gradient_list (const std::vector<Point<dim> > &points,
        std::vector<Tensor<2,dim> > &values) const;
};

template <int dim>
Tensor<1,dim> ExactSolutionTensor<dim>::value (const Point<dim> &p)
{
    ExactSolution<dim> utrue;
    for (unsigned int c=0; c<this->n_components; c++)
        gradients[c] = ExactSolutionVorticity<dim>::gradient (p,c);
}

/* Exact solution class (tensor) - velocity */

/*********************/

/* Exact solution class (tensor) - velocity */

/*********************/

/*********************/

/* Exact solution class (tensor) - velocity */

/*********************/

/*********************/

/* Exact solution class (tensor) - velocity */

/*********************/
Tensor<1,dim> ten;

for (unsigned int d=0; d<dim; d++)
  ten[d] = utrue.value(p,d);

return ten;
}

template <int dim>
void ExactSolutionTensor<dim>::value_list (const std::vector<Point<dim>> &points, std::vector<Tensor<1,dim>> &values) const
{
  for (unsigned int p=0; p<points.size(); p++)
  {
    values[p].clear();
    values[p] = ExactSolutionTensor<dim>::value(points[p]);
  }
}

template <int dim>
Tensor<2,dim> ExactSolutionTensor<dim>::gradient (const Point<dim> &p) const
{
  ExactSolution<dim> utrue;
  Tensor<2,dim> ten;

  for (unsigned int d=0; d<dim; d++)
    for (unsigned int c=0; c<dim; c++)
      ten[d][c] = utrue.gradient(p,d)[c];
template <int dim>

void ExactSolutionTensor<dim>::gradient_list (const std::vector<Point<dim>>& points, std::vector<Tensor<2,dim>>& values) const
{
    for (unsigned int p=0; p<points.size(); p++)
    {
        values[p].clear();
        values[p] = ExactSolutionTensor<dim>::gradient(points[p]);
    }
}

/**********************
/* Exact solution class (tensor) - vorticity */
**********************

template <int dim>

class ExactSolutionVorticityTensor : public TensorFunction<1,dim>
{
public:

    ExactSolutionVorticityTensor() : TensorFunction<1,dim>(){}

    virtual Tensor<1,dim> value (const Point<dim>& p) const;

    virtual void value_list (const std::vector<Point<dim>>& points, std::vector<Tensor<1,dim>>& values) const;

};

template <int dim>

Tensor<1,dim> ExactSolutionVorticityTensor<dim>::value (const Point<dim>& p) const
276  {
277       ExactSolutionVorticity<dim> curl_utrue;
278       Tensor<1,dim> ten;
279
280       for (unsigned int d=0; d<dim; d++)
281           ten[d] = curl_utrue.value(p,d);
282
283       return ten;
284     }
285
286  template <int dim>
287  void ExactSolutionVorticityTensor<dim>::value_list (const std::vector<Point<dim> >&points, std::vector<Tensor<1,dim> >&values) const
288  {
289       for (unsigned int p=0; p<points.size(); p++)
290           {
291               values[p].clear();
292               values[p] = ExactSolutionVorticityTensor<dim>::value(points[p]);
293           }
294     }
295
296
297  /**********************************************************/
298  /*
299  /* RHS class implementations */
300  /*
301  /**********************************************************/
302  /**********************************************************/
303  /* RHS function class - velocity */
304  /**********************************************************/
template <int dim>

class RightHandSide : public Function<dim>
{

public:

RightHandSide(const double Reynolds) : Function<dim> (dim+1), Reynolds (Reynolds) {}

virtual double value(const Point<dim> &p, const unsigned int component ) const;

virtual void vector_value(const Point<dim> &p, Vector<double> &values) const;

virtual void vector_value_list(const std::vector<Point<dim>> &points,
                               std::vector<Vector<double>> &value_list) const;

private:

const double Reynolds;

};

template <int dim>

double RightHandSide<dim>::value (const Point<dim> &p, const unsigned int component) const
{

const ExactSolutionTensor<dim> uten;

const ExactSolution<dim> u;

if (component == 0)
  return 2*pi*std::cos(2*pi*p[1])*std::cos(2*pi*p[2]) + (1.0/Reynolds) * 4*pi*pi*std::sin(2*pi*p[1]) + 2*pi*std::cos(2*pi*p[0]);
else if (component == 1)
  return -2*pi*std::sin(2*pi*p[2])*std::exp(p[0]) + (1.0/Reynolds)*4*pi*pi*std::cos(2*pi*p[2]) - 2*pi*std::sin(2*pi*p[1]);
else if (component == 2)
return std::sin(2*pi*p[1])*std::exp(p[0]) - (1.0/Reynolds)*std::exp(p[0]) + 2*pi*std::cos(2*pi*p[2]);
else if (component == 3)
  return 0;

return 0;
}

template <int dim>
void RightHandSide<dim>::vector_value(const Point<dim> &p, Vector<double> &values) const
{
  for (unsigned int c=0; c<this->n_components; c++)
    values(c) = RightHandSide<dim>::value (p,c);
}

template <int dim>
void RightHandSide<dim>::vector_value_list(const std::vector<Point<dim> > &points, std::vector<Vector<double> > &value_list) const
{
  const unsigned int n_points = points.size();
  for (unsigned int p=0; p<n_points; p++)
    RightHandSide<dim>::vector_value (points[p], value_list[p]);

/**
 * RHS function class - vorticity */
/**
 */

template <int dim>
class RightHandSideVorticity : public Function<dim>
{
  public:
    RightHandSideVorticity(const double Reynolds) : Function<dim>(dim), Reynolds(Reynolds) {}
    virtual double value(const Point<dim> &p, const unsigned int component ) const;
    virtual void vector_value(const Point<dim> &p, Vector<double> &values) const;
    virtual void vector_value_list(const std::vector<Point<dim>> &points,
                        std::vector<Vector<double>> &value_list) const;

  private:
    const double Reynolds;
};

template <int dim>
double RightHandSideVorticity<dim>::value (const Point<dim> &p, const unsigned int component) const
{
  if (component == 0)
    return 2*pi*std::cos(2*pi*p[1])*std::exp(p[0]) + 4*pi*pi*std::cos(2*pi*p[2])*std::exp(p[0]) + (1.0/Reynolds)*8*pi*pi*pi*std::sin(2*pi*p[2]);
  else if (component == 1)
    return -4*pi*pi*std::sin(2*pi*p[2])*std::cos(2*pi*p[1]) - std::sin(2*pi*p[1])*std::exp(p[0]) + (1.0/Reynolds)*std::exp(p[0]);
  else if (component == 2)
    return -2*pi*std::sin(2*pi*p[2])*std::exp(p[0]) + 4*pi*pi*std::cos(2*pi*p[2])*std::sin(2*pi*p[1]) - (1.0/Reynolds)*8*pi*pi*pi*std::sin(2*pi*p[1]);
::cos(2*\pi*p[1]);

return 0;
}

template <int dim>
void RightHandSideVorticity<dim>::vector_value(const Point<dim> &p,
    Vector<double> &values) const
{
    for (unsigned int c=0; c<this->n_components; c++)
        values(c) = RightHandSideVorticity<dim>::value(p,c);
}

template <int dim>
void RightHandSideVorticity<dim>::vector_value_list(const std::vector<Point<dim>> &points,
    std::vector<Vector<double>> &value_list)
    const
{
    const unsigned int n_points = points.size();

    for (unsigned int p=0; p<n_points; p++)
        RightHandSideVorticity<dim>::vector_value(points[p], value_list[p]);

    /*********************************************************/
    /* RHS function class (tensor) — velocity */
    /*********************************************************/
}

template <int dim>
class RightHandSideTensor : public TensorFunction<1,dim>
public:

RightHandSideTensor(const double Reynolds) : TensorFunction<1,dim>(),
    Reynolds(Reynolds) {}

virtual Tensor<1,dim> value (const Point<dim> &p) const;

virtual void value_list (const std::vector<Point<dim>> &points, std::vector<Tensor<1,dim>> &values) const;

private:

const double Reynolds;

};

template <int dim>
Tensor<1,dim> RightHandSideTensor<dim>::value (const Point<dim> &p) const
{
    const RightHandSide<dim> rhs(Reynolds);
    Tensor<1,dim> ten;

    for (unsigned int d=0; d<dim; d++)
        ten[d] = rhs.value(p,d);

    return ten;
}

template <int dim>
void RightHandSideTensor<dim>::value_list (const std::vector<Point<dim>>
    > &points, std::vector<Tensor<1,dim>> &values) const
{
    for (unsigned int p=0; p<points.size(); p++)
        {
        
    
}
values[p].clear();
values[p] = RightHandSideTensor<dim>::value(points[p]);
}
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RHS function class (tensor) – vorticity*

template <int dim>
class RightHandSideVorticityTensor : public TensorFunction<dim> {
public:
    RightHandSideVorticityTensor(const double Reynolds) : TensorFunction<dim>(), Reynolds(Reynolds) {}
    virtual Tensor<dim> value(const Point<dim> &p) const;
    virtual void value_list(const std::vector<Point<dim>> &points, std::vector<Tensor<dim>> &values) const;

private:
    const double Reynolds;
};

template <int dim>
Tensor<dim> RightHandSideVorticityTensor<dim>::value(const Point<dim> &p) const{
    const RightHandSideVorticity<dim> rhs(Reynolds);
    Tensor<dim> ten;

    for (unsigned int d=0; d<dim; d++)
ten[d] = rhs.value(p,d);

return ten;
}

// Dirichlet boundary function class implementations

// Boundary function class - velocity

template <int dim>
class BoundaryValues : public Function<dim>
{
public:

BoundaryValues() : Function<dim> (dim+1) {};

};
virtual double value (const Point<dim> &p, const unsigned int component) const;
virtual void vector_value (const Point<dim> &p, Vector<double> &value) const;
};

template <int dim>
double BoundaryValues<dim>::value (const Point<dim> &p, const unsigned int component) const
{
    const ExactSolution<dim> ut rue;
    return ut rue.value(p, component);
    return 0;
}

template <int dim>
void BoundaryValues<dim>::vector_value (const Point<dim> &p, Vector<double> &values) const
{
    for (unsigned int c=0; c < this->n_components; c++)
        values(c) = BoundaryValues<dim>::value(p, c);
}

/******************************
/* Boundary function class -- vorticity */
/******************************
template <int dim>
class BoundaryValuesVorticity: public Function<dim>
{
public:

  BoundaryValuesVorticity() : Function<dim>(dim) {}

virtual double value(const Point<dim> &p, const unsigned int component) const;

virtual void vector_value(const Point<dim> &p, Vector<double> &value) const;

};

template <int dim>

double BoundaryValuesVorticity<dim>::value(const Point<dim> &p, const unsigned int component) const
{
  const ExactSolutionVorticity<dim> wtrue;
  return wtrue.value(p, component);

  return 0;
}

template <int dim>

void BoundaryValuesVorticity<dim>::vector_value(const Point<dim> &p,
  Vector<double> &values) const
{
  for (unsigned int c = 0; c < this->n_components; c++)
    values(c) = BoundaryValuesVorticity<dim>::value(p, c);
}

/**********************************************************************************/
/* Boundary function class (tensor) – velocity */
/**********************************************************************************/
template <int dim>

class BoundaryValuesTensor : public TensorFunction<1,dim> {

public:

BoundaryValuesTensor() : TensorFunction<1,dim>() {}

virtual Tensor<1,dim> value (const Point<dim> &p) const;

virtual void value_list (const std::vector<Point<dim>> &points, std::vector<Tensor<1,dim>> &values) const;

};

template <int dim>

Tensor<1,dim> BoundaryValuesTensor<dim>::value (const Point<dim> &p)

const {

const BoundaryValues<dim> g;

Tensor<1,dim> ten;

for (unsigned int d=0; d<dim; d++)
    ten[d] = g.value(p,d);

return ten;

}

template <int dim>

void BoundaryValuesTensor<dim>::value_list (const std::vector<Point<dim>> &points, std::vector<Tensor<1,dim>> &values) const {

for (unsigned int p=0; p<points.size(); p++)
    {
        values[p].clear();
    }

}
values[p] = BoundaryValuesTensor<dim>::value(points[p]);
}

/**
 * Steady NSE / vorticity equation class implementations */
/**

template <int dim>
class SNSE
{

public:

SNSE();
˜SNSE();
void run();

private:

void make_grid();
void setup_system();
void assemble_velocity_system();
void assemble_velocity_system_interval (const typename DoFHandler<dim>::active_cell_iterator &begin, const typename DoFHandler<dim>::active_cell_iterator &end);
void assemble_vorticity_system();
void solve_vel();
void solve_vort();
double compute_relative_norm();
void compute_error();
void output_results();

std::string outpath;
Threads::Mutex assembler_lock;

const unsigned int num_mesh_div;
const unsigned int degree_vel;
const unsigned int degree_vort;
const double Re;

Triangulation<dim> triangulation;
FESystem<dim> fe_vel;
ConstraintMatrix constraints_vel;
DoFHandler<dim> dof_handler_vel;
SparsityPattern sparsity_pattern_vel;
SparseMatrix<double> system_matrix_vel;
Vector<double> system_rhs_vel;
Vector<double> prev_solution_vel;

FESystem<dim> fe_vort;
ConstraintMatrix constraints_vort;
DoFHandler<dim> dof_handler_vort;
SparsityPattern sparsity_pattern_vort;
SparseMatrix<double> system_matrix_vort;
Vector<double> system_rhs_vort;

};

/************************************************************/
template <int dim>
SNSE<dim>::SNSE ()
:
num_mesh_div(4),
degree.vel(2),
degree.vort(2),
Re(1.0),
fe_vel (FE_Q<dim>(degree_vel), dim, FE_Q<dim>(degree_vel-1),1),
dof_handler_vel(triangulation),
fe_vort (FE_Q<dim>(degree_vort), dim),
dof_handler_vort(triangulation)
{
outpath = "VorticityEq_";
}

template <int dim>
SNSE<dim>::~SNSE ()
{

dof_handler_vel.clear();
dof_handler_vort.clear();
}

/*****************************/
/* Mesh Generation */
/*****************************/
template <int dim>
void SNSE<dim>::make_grid ()
std::cout << "Reynolds number is: " << Re << std::endl;

std::cout << "Constructing the mesh..." << std::endl;

GridGenerator::subdivided_hyper_cube(triangulation, num_mesh_div, 0, 1);

std::string filename = outpath+"Mesh.eps";
std::ofstream output(filename.c_str());
GridOut grid_out;
grid_out.write_eps(triangulation, output);

for (typename Triangulation<dim>::active_cell_iterator cell =
    triangulation.begin_active(); cell != triangulation.end(); ++cell)
for (unsigned int f=0; f<GeometryInfo<dim>::faces_per_cell; ++f)
{
    if (cell->face(f)->center()[dim-2] == 0 ||
        cell->face(f)->center()[dim-2] == 1)
        cell->face(f)->set_all_boundary_indicators(1);
    if (cell->face(f)->center()[dim-1] == 0 ||
        cell->face(f)->center()[dim-1] == 1)
        cell->face(f)->set_all_boundary_indicators(2);
}

System Setup

template <int dim>
void SNSE<dim>::setup_system ()
{
    std::cout << "Initializing..." << std::endl;

    // Initialize velocity/pressure
    dof_handler_vel.distribute_dofs (fe_vel);
    constraints_vel.clear ();
    {
        std::vector<bool> component_mask_vel (dim+1, true);
        component_mask_vel[dim] = false;
        VectorTools::interpolate_boundary_values (dof_handler_vel, 0,
            BoundaryValues<dim>(), constraints_vel, component_mask_vel);
        VectorTools::interpolate_boundary_values (dof_handler_vel, 1,
            BoundaryValues<dim>(), constraints_vel, component_mask_vel);
        VectorTools::interpolate_boundary_values (dof_handler_vel, 2,
            BoundaryValues<dim>(), constraints_vel, component_mask_vel);

        std::vector<bool> component_mask_pres (dim+1, false);
        component_mask_pres[dim] = true;
        std::vector<bool> boundary_dofs (dof_handler_vel.n_dofs(), false);
        DoFTools::extract_boundary_dofs (dof_handler_vel,
            component_mask_pres, boundary_dofs);

        const unsigned int first_boundary_dof = std::distance (boundary_dofs
            .begin (), std::find (boundary_dofs.begin (), boundary_dofs.end (),
            true));

        constraints_vel.add_line (first_boundary_dof);
        for (unsigned int i=first_boundary_dof+1; i<dof_handler_vel.n_dofs())
            constraints_vel.add_line (i);
    }
}
; ++i)
    if (boundary_dofs[i] == true)
        constraints_vel.add_entry(first_boundary_dof, i, -1);
    }
    constraints_vel.close();

CompressedSparsityPattern csp_vel (dof_handler_vel.n_dofs());
DoFTools::make_sparsity_pattern (dof_handler_vel, csp_vel,
    constraints_vel, false);
    sparsity_pattern_vel.copy_from (csp_vel);
    system_matrix_vel.reinit (sparsity_pattern_vel);
    system_rhs_vel.reinit (dof_handler_vel.n_dofs());
    prev_solution_vel.reinit (dof_handler_vel.n_dofs());

std::cout << "Number of velocity/pressure degrees of freedom: " <<
    dof_handler_vel.n_dofs() << std::endl;

    // Initialize vorticity
    dof_handler_vort.distribute_dofs (fe_vort);
    constraints_vort.clear();
    {
        std::vector<bool> component_mask_x (dim, false);
        component_mask_x[dim-3] = true;
        VectorTools::interpolate_boundary_values (dof_handler_vort, 0,
            BoundaryValuesVorticity<dim>(), constraints_vort,
            component_mask_x);
        std::vector<bool> component_mask_y (dim, false);
        component_mask_y[dim-2] = true;
        VectorTools::interpolate_boundary_values (dof_handler_vort, 1,"
BoundaryValuesVorticity<dim>(), constraints_vort,
    component_mask_y);
std::vector<bool> component_mask_z (dim, false);
component_mask_z[dim-1] = true;
VectorTools::interpolate_boundary_values (dof_handler_vort, 2,
    BoundaryValuesVorticity<dim>(), constraints_vort,
    component_mask_z);
}
constraints_vort.close();

CompressedSparsityPattern csp_vort (dof_handler_vort.n_dofs());
DoFTools::make_sparsity_pattern (dof_handler_vort, csp_vort,
    constraints_vort, false);
sparsity_pattern_vort.copy_from (csp_vort);
system_matrix_vort.reinit (sparsity_pattern_vort);
system_rhs_vort.reinit (dof_handler_vort.n_dofs());
std::cout << "Number of vorticity degrees of freedom: " <<
    dof_handler_vort.n_dofs() << std::endl;
}

void SNS<dim>::assemble_velocity_system ()
{
    Timer AssemblyTimer;
    AssemblyTimer.start();
const unsigned int n_threads = multithread_info.n_default_threads;
std::cout << "Assembling the velocity system matrix and rhs vector (" << n_threads << " threads assembling in parallel)..." << std::endl;

system_matrix.vel = 0;
system_rhs_vel = 0;

Threads::ThreadGroup<> threads;

typedef typename DoFHandler<dim>::active_cell_iterator
    active_cell_iterator;
std::vector<std::pair<active_cell_iterator, active_cell_iterator>> thread_ranges = Threads::split_range<active_cell_iterator>(
    dof_handler_vel.begin_active(), dof_handler_vel.end(), n_threads);

for (unsigned int thread = 0; thread < n_threads; ++thread)
    threads += Threads::new_thread (&SNSE<dim>::assemble_velocity_system_interval, *this, thread_ranges[thread].first, thread_ranges[thread].second);

threads.join_all();

AssemblyTimer.stop();
std::cout << "Elapsed wall time: " << std::floor(AssemblyTimer.wall_time()) + 0.5 << " seconds" << std::endl;
template <int dim>
void SNSE<dim>::assemble_velocity_system_interval (const typename DoFHandler<dim>::active_cell_iterator &begin,
const typename DoFHandler<dim>::active_cell_iterator &end)
{
    system_matrix_vel = 0;
    system_rhs_vel = 0;

    QGauss<dim> quadrature_formula (degree_vel + 1);
    const unsigned int n_q_points = quadrature_formula.size();

    FEValues<dim> fe_values (fe_vel, quadrature_formula, update_values |
                           update_gradients | update_quadrature_points | update_JxW_values);
    const unsigned int dofs_per_cell = fe_vel.dofs_per_cell;
    std::vector<unsigned int> local_dof_indices (dofs_per_cell);

    const RightHandSide<dim> right_hand_side(Re);

    FullMatrix<double> cell_matrix (dofs_per_cell, dofs_per_cell);
    Vector<double> cell_rhs (dofs_per_cell);

    std::vector<Vector<double>> rhs_values (n_q_points, Vector<double>(dim +1));
    std::vector<Tensor<1,dim>> prev_vel_values(n_q_points);
    std::vector<Tensor<2,dim>> prev_vel_grads (n_q_points);
797  std::vector<Tensor<2,dim>> grad_phi_u (dofs_per_cell);
798  std::vector<double> div_phi_u (dofs_per_cell);
799  std::vector<Tensor<1,dim>> phi_u (dofs_per_cell);
800  std::vector<double> phi_p (dofs_per_cell);
801
802  const FEValuesExtractors::Vector velocities(0);
803  const FEValuesExtractors::Scalar pressure (dim);
804
805  typename DoFHandler<dim>::active_cell_iterator cell;
806
807  for (cell = begin; cell!=end; cell++)
808  {
809    fe_values.reinit (cell);
810
811    cell_matrix = 0;
812    cell_rhs = 0;
813
814    right_hand_side.vector_value_list (fe_values.get_quadrature_points () , rhs_values);
815    fe_values[velocities].get_function_values (prev_solution_vel ,
816                                              prev_vel_values);
817    fe_values[velocities].get_function_gradients (prev_solution_vel ,
818                                                   prev_vel_grads);
819
820    for (unsigned int q=0; q<n_q_points; q++)
821    {
822      for (unsigned int k=0; k<dofs_per_cell; k++)
823      {
824        grad_phi_u[k] = fe_values[velocities].gradient (k,q);
825        div_phi_u[k] = fe_values[velocities].divergence (k,q);
\[
\begin{align*}
\phi_u[k] &= \text{fe_values[velocities].value}(k,q); \\
\phi_p[k] &= \text{fe_values[pressure].value}(k,q); \\
\end{align*}
\]

\[
\text{for } (\text{unsigned int } i=0; i<dofs\_per\_cell; i++) \\
\{
\text{for } (\text{unsigned int } j=0; j<dofs\_per\_cell; j++) \\
\text{cell\_matrix}(i,j) &= (\text{grad\_phi\_u}[j]*\text{prev\_vel\_values}[q]*
\phi_u[i] \\
&\quad + \text{prev\_vel\_grads}[q]*\phi_u[j]*\phi_u[i] \\
&\quad + (1.0/\text{Re})*\text{double\_contract}( \\
&\quad \quad \text{grad\_phi\_u}[j], \text{grad\_phi\_u}[i]) \\
&\quad - \phi_p[j]*\text{div\_phi\_u}[i] \\
&\quad + \text{div\_phi\_u}[j]*\phi_p[i] \\
&\quad)*\text{fe\_values.JxW}(q); \\
\}
\]

\[
\text{const unsigned int } \text{component\_i} = \text{fe\_vel.}
\text{system\_to\_component\_index}(i).\text{first}; \\
\text{cell\_rhs}(i) &= (\text{fe\_values.shape\_value}(i,q)*\text{rhs\_values}[q](
\text{component\_i}) + \text{prev\_vel\_grads}[q]*\text{prev\_vel\_values}[q]*
\phi_u[i])*\text{fe\_values.JxW}(q); \\
\}
\]

\[
\text{cell->get\_dof\_indices} (\text{local\_dof\_indices}); \\
\text{assembler\_lock.acquire} (); \\
\text{constraints\_vel.distribute\_local\_to\_global} (\text{cell\_matrix}, \text{cell\_rhs},
\text{local\_dof\_indices}, \text{system\_matrix\_vel}, \text{system\_rhs\_vel});
\]

133
assemble_lock.release();
}
}

/**************************************************************************/
/* Vorticity System Assembly */
/**************************************************************************/

template <int dim>
void SNSE<dim>::assemble_vorticity_system()
{
  std::cout << std::endl << "Assembling the vorticity system matrix and
  RHS vector... " << std::endl;

  Timer AssemblyTimer;
  AssemblyTimer.start();

  QGauss<dim> quadrature_formula(degree_vort + 1);
  QGauss<dim-1> face_quadrature_formula(degree_vort + 1);
  const unsigned int n_q_points = quadrature_formula.size();
  const unsigned int n_face_q_points = face_quadrature_formula.size();

  FEValues<dim> fe_values_vel (fe_vel, quadrature_formula, update_values
                                | update_gradients | update_quadrature_points | update_JxW_values);
  FEValues<dim> fe_values_vort (fe_vort, quadrature_formula,
                                update_values | update_gradients | update_quadrature_points
                                | update_JxW_values);
  FEFaceValues<dim> fe_face_values_vel (fe_vel, face_quadrature_formula,
                                        update_values | update_gradients | update_normal_vectors |
update_quadrature_points | update_JxW_values);

FEFaceValues<dim> fe_face_values_vort (fe_vort,
    face_quadrature_formula, update_values | update_gradients |
    update_normal_vectors | update_quadrature_points |
    update_JxW_values);

const unsigned int dofs_per_cell = fe_vort.dofs_per_cell;
std::vector<unsigned int> local_dof_indices (dofs_per_cell);

const RightHandSideVorticity<dim> right_hand_side_vort(Re);
const RightHandSideTensor<dim> right_hand_side_tensor(Re);
const BoundaryValuesTensor<dim> g;

FullMatrix<double> cell_matrix (dofs_per_cell, dofs_per_cell);
Vector<double> cell_rhs (dofs_per_cell);

std::vector<Vector<double>> rhs_values(n_q_points, Vector<double>(dim ));
std::vector<Tensor<1,dim>> velocity_values(n_q_points);
std::vector<Tensor<2,dim>> velocity_grads(n_q_points);
std::vector<Tensor<1,dim>> rhs_face_values(n_face_q_points);
std::vector<Tensor<1,dim>> rhs_face_fxn(n_face_q_points);
std::vector<Tensor<1,dim>> g_values(n_face_q_points);
std::vector<Tensor<1,dim>> velocity_face_values(n_face_q_points);
std::vector<double> pressure_face_values(n_face_q_points);

std::vector<Tensor<2,dim>> grad_phi_w (dofs_per_cell);
std::vector<double> div_phi_w (dofs_per_cell);
std::vector<Tensor<1,dim>> phi_w (dofs_per_cell);
std::vector<Tensor<1,dim>> curl_phi_w (dofs_per_cell);
std::vector<Tensor<1,dim>> face_phi_w (dofs_per_cell);
std::vector<Tensor<1,dim>> face_curl_phi_w (dofs_per_cell);

const FEValuesExtractors::Vector velocities(0);
const FEValuesExtractors::Scalar pressure(dim);
const FEValuesExtractors::Vector vorticity(0);

typename DoFHandler<dim>::active_cell_iterator cell = dof_handler_vort.begin_active(), endc = dof_handler_vort.end();
typename DoFHandler<dim>::active_cell_iterator vel_cell =
    dof_handler_vel.begin_active();

for (; cell!=endc; cell++, vel_cell++)
{
    cell_matrix = 0;
    cell_rhs = 0;

    fe_values_vel.reinit (vel_cell);
    fe_values_vort.reinit (cell);

    right_hand_side_vort.vector_value_list (fe_values_vort.
        get_quadrature_points(), rhs_values);
    fe_values_vel[velocities].get_function_values (system_rhs_vel,
        velocity_values);
    fe_values_vel[velocities].get_function_gradients (system_rhs_vel,
        velocity_grads);

    for (unsigned int q=0; q<n_q_points; q++)
    {
        for (unsigned int k=0; k<dofs_per_cell; k++)
        {  
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\{ 
  grad\_phi\_w[k] = fe\_values\_vort[vorticity].gradient(k,q);
  curl\_phi\_w[k] = fe\_values\_vort[vorticity].curl(k,q);
  div\_phi\_w[k] = fe\_values\_vort[vorticity].divergence(k,q);
  phi\_w[k] = fe\_values\_vort[vorticity].value(k,q);
\}

for (unsigned int i=0; i<dofs\_per\_cell; i++)
{
  for (unsigned int j=0; j<dofs\_per\_cell; j++)
    cell\_matrix(i,j) +=
      (grad\_phi\_w[j]*velocity\_values[q]*phi\_w[i]
       - velocity\_grads[q]*phi\_w[j]*phi\_w[i]
       + (1.0/Re)*curl\_phi\_w[j]*curl\_phi\_w[i]
       + (1.0/Re)*div\_phi\_w[j]*div\_phi\_w[i]
         )*fe\_values\_vort.JxW(q);

  const unsigned int component\_i = fe\_vort.
    system\_to\_component\_index(i).first;
  cell\_rhs(i) += (fe\_values\_vort.shape\_value(i,q)*rhs\_values
                 [q](component\_i))*fe\_values\_vort.JxW(q);
}

// Boundary Integral Contribution
for (unsigned int face=0; face < GeometryInfo<dim>::faces\_per\_cell
; face++)
if (cell->at_boundary(face))
{
fe_face_values_vel.reinit (vel_cell, face);
fe_face_values_vort.reinit (cell, face);

right_hand_side_tensor.value_list (fe_face_values_vort.
    get_quadrature_points(), rhs_face_values);
g.value_list (fe_face_values_vort.get_quadrature_points(),
    g.values);

fe_face_values_vel[velocities].get_function_values (    
    system_rhs_vel, velocity_face_values);
fe_face_values_vel[pressure].get_function_values (    
    system_rhs_vel, pressure_face_values);

for (unsigned int q=0; q<n_face_q_points; q++)
{
    double BPressure = 0.5*velocity_face_values[q]*
        velocity_face_values[q] + pressure_face_values[q];
    Tensor<1,dim> fxn;
    cross_product (fxn, rhs_face_values[q],
    fe_face_values_vort.normal_vector(q));

    for (unsigned int k=0; k<dofs_per_cell; k++)
    {
        face_phi_w[k] = fe_face_values_vort[vorticity].value
            (k,q);
        face_curl_phi_w[k] = fe_face_values_vort[vorticity].
            curl(k,q);
for (unsigned int i=0; i<dofs_per_cell; i++)
{
  for (unsigned int j=0; j<dofs_per_cell; j++)
  {
    Tensor<1,dim> wxg;
    cross_product(wxg, face_phi_w[j], g_values[q]);
    Tensor<1,dim> wxgxnx;
    cross_product(wxgxnx, wxg, fe_face_values_vort.
      normal_vector(q));
    cell_matrix(i, j) += wxgxnx*face_phi_w[i]*
      fe_face_values_vort.JxW(q);
  }
  cell_rhs(i) += (fxn*face_phi_w[i] - BPressure*(face_curl_phi_w[i]*
    fe_face_values_vort.
      normal_vector(q)))*fe_face_values_vort.JxW(q);
}

cell->get_dof_indices (local_dof_indices);
constraints_vort.distribute.local.to.global (cell_matrix, cell_rhs
  , local_dof_indices, system_matrix_vort, system_rhs_vort);

AssemblyTimer.stop();
```cpp
std::cout << "Elapsed wall time: " << std::floor(AssemblyTimer.
    wall_time() + 0.5) << " seconds" << std::endl;
}

template <int dim>
void SNS<dim>::solve_vel()
{
    std::cout << "Solving the velocity system... " << std::endl;
    Timer SolveTimer;
    SolveTimer.start();
    SparseDirectUMFPACK dsolver;
    dsolver.solve(system_matrix_vel, system_rhs_vel);
    constraints_vel.distribute(system_rhs_vel);
    SolveTimer.stop();
    std::cout << "Elapsed wall time: " << std::floor(SolveTimer.
        wall_time() + 0.5) << " seconds" << std::endl;
}

/******************************/
/* Velocity System Solver */
/******************************/

/*****************************/
/* Vorticity System Solver */
/*****************************/
```
template <int dim>

void SNS<dim>::solve_vort ()
{
    std::cout << "Solving the vorticity system... " << std::endl;

    Timer SolveTimer;
    SolveTimer.start();

    SparseDirectUMFPACK dsolver;
    dsolver.solve(system_matrix_vort, system_rhs_vort);

    constraints_vort.distribute(system_rhs_vort);

    SolveTimer.stop();
    std::cout << " Elapsed wall time: " << std::floor(SolveTimer.
             wall_time() + 0.5) << " seconds" << std::endl;
}

template <int dim>

double SNS<dim>::compute_relative_norm ()
{
    Vector<double> relative_diff(system_rhs_vel);
    relative_diff -= prev_solution_vel;

    Vector<double> norm_per_cell (triangulation.n_active_cells());
    const ComponentSelectFunction<dim> velocity_mask(std::make_pair(0, dim
VectorTools::integrate_difference (dof_handler_vel, relative_diff,
    ZeroFunction<dim>(4), norm_per_cell, QGauss<dim>(3), VectorTools::
    L2_norm, &velocity_mask);

double norm = norm_per_cell.l2_norm();

std::cout << "L2 norm of u_n - u_{n-1}: " << norm << std::endl;
return norm;
}

/*--------------------*/

template <int dim>

void
SNSE<dim>::compute_error()

{

    std::cout << std::endl << "Computing error..." << std::endl;

const ComponentSelectFunction<dim> velocity_mask(std::make_pair(0, dim 
) , dim+1);

ExactSolution<dim> exact_solution;

Vector<double> cellwise_errors (triangulation.n_active_cells());

VectorTools::integrate_difference (dof_handler_vel, system_rhs_vel,

    exact_solution, cellwise_errors, QGauss<dim>(3), VectorTools::
    L2_norm, &velocity_mask);

const double u_L2_error = cellwise_errors.l2_norm();
std::cout << "L2 velocity error: " << u_L2_error << std::endl;

VectorTools::integrate_difference (dof_handler_vel, system_rhs_vel,
   exact_solution, cellwise_errors, QGauss<dim>(3), VectorTools::
   H1_norm, &velocity_mask);

const double u_H1_error = cellwise_errors.l2_norm();
std::cout << "H1 velocity error: " << u_H1_error << std::endl;

ExactSolutionVorticity<dim> exact_solution_vort;

VectorTools::integrate_difference (dof_handler_vort, system_rhs_vort,
   exact_solution_vort, cellwise_errors, QGauss<dim>(3), VectorTools
   ::L2_norm);

const double w_L2_error = cellwise_errors.l2_norm();
std::cout << "L2 vorticity error: " << w_L2_error << std::endl;

VectorTools::integrate_difference (dof_handler_vort, system_rhs_vort,
   exact_solution_vort, cellwise_errors, QGauss<dim>(3), VectorTools
   ::H1_norm);

const double w_H1_error = cellwise_errors.l2_norm();
std::cout << "H1 vorticity error: " << w_H1_error << std::endl;

} // void SNSE<dim>::output_results()
std::string filename = outpath+"Components.vtk";
std::ofstream output (filename.c_str());
DataOut<dim> data_out;
data_out.attach_dof_handler (dof_handler_vel);

std::vector<std::string> solution_names;
solution_names.push_back ("x_vel");
solution_names.push_back ("y_vel");
solution_names.push_back ("z_vel");
solution_names.push_back ("p");

data_out.add_data_vector (system_rhs_vel, solution_names);
data_out.build_patches ();
data_out.write_vtk (output);
}

{
std::vector<std::string> solution_names (dim,"velocity");
solution_names.push_back ("pressure");

std::vector<DataComponentInterpretation::DataComponentInterpretation
 > data_component_interpretation (dim,
       DataComponentInterpretation::component_is_part_of_vector);
data_component_interpretation.push_back (DataComponentInterpretation
 ::component_is_scalar);

DataOut<dim> data_out;
data_out.attach_dof_handler (dof_handler_vel);
data_out.add_data_vector (system_rhs_vel, solution_names,DataOut<dim>
>::type_dof_data , data_component_interpretation );

data_out.build_patches ();

std::string filename = outpath+"Solution.vtk";
std::ofstream output (filename.c_str());
data_out.write_vtk (output);
}

{
std::vector<std::string> solution_names (dim,"vorticity");
std::vector<DataComponentInterpretation::DataComponentInterpretation
> data_component_interpretation (dim,
DataComponentInterpretation::component_is_part_of_vector);

DataOut<dim> data_out;
data_out.attach_dof_handler (dof_handler_vort);
data_out.add_data_vector (system_rhs_vort , solution_names ,DataOut<
dim>::type_dof_data , data_component_interpretation);
data_out.build_patches ();

std::string filename = outpath+"Solution_Vorticity.vtk";
std::ofstream output (filename.c_str());
data_out.write_vtk (output);
}

{
    // Output points (velocity)
double n=50;
    std::vector<double> xvec(n);
std::vector<double> yvec(n);
std::vector<double> zvec(n);

for (double ix=0; ix<n; ix++)
{
    xvec[ix] = ix/(n-1);
    yvec[ix] = ix/(n-1);
    zvec[ix] = ix/(n-1);
}

double u1val, u2val, u3val, pval;
Vector<double> solution_val(dim+1);

std::string filename = outpath+"Values";
std::ofstream output (filename.c_str());
output << xvec.size() << " " << yvec.size() << " " << zvec.size() << 
    " " << xvec.size() << " " << yvec.size() << " " << zvec.size() 
    " " << xvec.size() << std::endl;

for (unsigned int ix = 0; ix < xvec.size(); ix++)
{
    std::cout << "ix = " << ix << std::endl;

    for (unsigned int iy = 0; iy < yvec.size(); iy++)
        for (unsigned int iz = 0; iz < zvec.size(); iz++)
            {
            VectorTools::point_value(dof_handler_vel, system_rhs_vel, 
                Point<dim> (xvec[ix], yvec[iy], zvec[iz]),
                solution_val);
            
}
u1val = solution_val[0];

u2val = solution_val[1];

u3val = solution_val[2];

pval = solution_val[3];

output << xvec[ix] << " " << yvec[iy] << " " << zvec[iz]
    << " " << u1val << " " << u2val << " " << u3val << " "
    << pval << std::endl;

// { // Output points (vorticity)
// double n=50;
// std::vector<double> xvec(n);
// std::vector<double> yvec(n);
// std::vector<double> zvec(n);

// for (double ix=0; ix<n; ix++)
// {
// xvec[ix] = ix/(n-1);
// yvec[ix] = ix/(n-1);
// zvec[ix] = ix/(n-1);
// }

// double w1val, w2val, w3val;
// Vector<double> solution_val(dim);
// std::string filename = outpath+"Vorticity_Values";
1203 // std::ofstream output (filename.c_str());
1204 // output << xvec.size() << " " << yvec.size() << " " << zvec.size()
1205 // << " " << xvec.size() << " " << yvec.size() << " " << zvec.size()
1206 // << " " << std::endl;
1207 // for (unsigned int ix = 0; ix < xvec.size(); ix++)
1208 // {
1209 // std::cout << "ix = " << ix << std::endl;
1210 // for (unsigned int iy = 0; iy < yvec.size(); iy++)
1211 // for (unsigned int iz = 0; iz < zvec.size(); iz++)
1212 // {
1213 // VectorTools::point_value (dof_handler_vort, system_rhs_vort,
1214 // , Point<dim> (xvec[ix], yvec[iy], zvec[iz]), solution_val);
1215 // w1val = solution_val[0];
1216 // w2val = solution_val[1];
1217 // w3val = solution_val[2];
1218 // output << xvec[ix] << " " << yvec[iy] << " " << zvec[iz]
1219 // << " " << w1val << " " << w2val << " " << w3val << " " << std::endl;
1220 // }
1221 // }
1222 // }
1223 }
1224
1225 *******
1226 /* Run */
template <int dim>
void SNSE<dim>::run()
{
    Timer ProgramTimer;
    ProgramTimer.start();

    make_grid();
    setup_system();

    double NLerr = 1;
    int NLiter = 0;

    while ((NLerr > 1e-6) && (NLiter < 10))
    {
        std::cout << std::endl << "*** Newton iteration " << NLiter+1 << "***" << std::endl;
        prev_solution_vel = system_rhs_vel;

        assemble_velocity_system();
        solve_vel();

        if (NLiter > 0)
            NLerr = compute_relative_norm();
        NLiter++;
    }

    if (NLerr < 1e-6)
std::cout << std::endl << "*** Newton method converged in " << NLiter << " iterations ***" << std::endl;

assemble_vorticity_system();
solve_vort();

compute_error();
//output_results();

ProgramTimer.stop();
std::cout << std::endl << "Total wall time: " << std::floor(
    ProgramTimer.wall_time() + 0.5) << " seconds" << std::endl;
}

*******************************************************************************
/* Main Function */
*******************************************************************************

int main()
{
    using namespace dealii;

deallog.depth_console (0);
{
    SNSE<3> flow_problem_3d;
    flow_problem_3d.run();
}

    return 0;
}
Bibliography


