




(a) (b)

Figure 3.14: Sample IR image of the black body at a calibration temperature of
40◦C: (a) the whole image (255 × 239), and (b) the 60 × 50 central region used for
the calibration. (The contrast was enhanced to display the spatial variation)

Figure 3.14 (a) presents a sample calibration IR image of the black body

obtained at 40 ◦C (the contrast was enhanced to display the spatial variation). As

this figure shows, the spatial variation on the black body surface is obvious. To address

this issue, only the 60 × 50 pixel central region shown in Fig. 3.14 (b) was used to

obtain the calibration equation relating the temperature T to the pixel intensity I.

After the calibration data was acquired, a polynomial fit was performed to correlate

the set temperature points to the corresponding intensity on the IR camera output,

giving:

T = −2.13×10−15 ·I4 +1.46×10−10 ·I3−3.91×10−6 ·I2 +5.08×10−2 ·I−230 (3.1)

T = −1.48×10−15 ·I4 +1.09×10−10 ·I3−3.11×10−6 ·I2 +4.34×10−2 ·I−204 (3.2)

where I is the intensity of the IR images in counts (16-bit integers) and T is the

temperature in ◦C. Equations (3.1) and (3.2) were obtained on 05/02/2007 and
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07/25/2007 respectively. If the intensity of a radiating black body is known, its

temperature can be determined using above equations.. However, this equation can-

not be applied directly to the research here because of the surrounding radiation

reflected by the water surface and the emissivity of the water surface is less than

one. To account for this, the water surface is assumed to be gray and diffuse. A gray

diffuse surface is one where the emissivity of the surface is independent of wavelength.

Strictly speaking, a water surface is not a gray surface since its emissivity does change

with wavelength. However, for wavelength range from 3.55 µm to 6µm, the emissivity

varies from 0.974703 to 0.98441 (less than 1 %) (data from MODIS UCSB Emissivity

Library). Since this change is small, it can be regarded as a gray surface. Under these

assumptions, the relationship between the observed intensity Iout and the intensity,

which would be observed if the water were a perfect black body Iwt, is:

Iout = ǫwtIwt + (1 − ǫwt)Ibkd (3.3)

where Ibkd is the intensity of the background. The emissivity of a water surface at the

IR wavelengths sensed by the camera used here was measured as ǫwt = 0.9802 [14] in

previous research. The temperature of the water surface temperature was obtained

by solving for Iwt in Eq. (3.3) given the measured value for Iout and then solving for

water surface temperature Tw by substituting Iwt into Eqs. (3.1) or (3.2).

As shown in Fig. 3.14, the working surface of blackbody has a large spatial

variation, and the method of using the center 60×50 is not a perfect solution. There-

fore, another IR calibration method is desired with lower uncertainty. Accordingly,

an IR calibration method using water as a radiative source was developed [8]. The

water calibration system is shown in Fig. 3.15 which consists of a beaker submerged

in a water bath as shown in Fig. 3.16. The water bath was used to maintain the
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Figure 3.15: The water calibration system (IR camera and water bath)

Pump

Thermocouple

Figure 3.16: The beaker assembly in the water bath

temperature of the water in the beaker and has a range from 0 to 100 ◦C and is of

the recirculating type. The beaker assembly included a beaker, a nozzle, a submerged

pump, a mesh and a thermocouple. The submersible pump was used to produce the

flow creating the jet. It was found initially that the water jet was too forceful to allow
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for accurate IR imaging. Therefore, a piece of copper mesh, placed 10 mm under the

water surface was used to decrease the jet velocity to an appropriate level so that a

barely curved water surface was formed. A thermocouple (the same type as in Sec-

tion 3.1) was positioned approximately 2 mm under the water surface to measure the

water temperature just before it reaches the surface. The flow rate of the submersible

pump was 1.36 × 10−3 m/min, giving a jet speed of 1.42 m/s. The deviation of the

surface temperature from the temperature at the nozzle exit was analyzed by Bower

et al. [8] and their results were used to correct the calibration.

The IR camera was calibrated using the water bath system from 30 to 55

◦C at increments of 2.5 ◦C. At each set temperature, the water bath was run for

approximately 25 - 30 minutes to reach steady state. Thereafter, the IR camera

took 32 images at 10 second intervals, which is the minimum imaging interval of

the camera. Then the water bath was turned to the next desired temperature, and

the procedure was repeated. Once all temperatures for calibration were acquired,

the IR images was read into the computer to determine the average intensity value

for the corresponding set temperature. Instead of using the entire IR image of the

water surface, only the portion above the thermocouple, approximately 130 pixels,

were used to compute the intensity value. This region was identified initially before

filling the beaker. Finally, a fourth order polynomial fit was performed to obtain the

calibration curve, giving:

T = −6.08×10−15 ·I4 +3.91×10−10 ·I3−9.54×10−6 ·I2 +1.08×10−1 ·I−446 (3.4)

Like the irradiation correlation shown in Eq. (3.3) for water, for blackbody

calibration (also for water calibration), the radiation emitting from the calibration
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surface is:

Ibb =
IIR − (1 − ǫbb) · Ibkd

ǫbb

(3.5)

where IIR is the total infrared light detected by the IR camera and ǫbb is the emissivity

of the blackbody surface.

The calibration equations (3.1), (3.2) and (3.4) are presented in Fig. 3.17. It

can be seen that the calibration curves are almost overlapping each other, indicating

that the response of the IR camera did not change significantly over almost one year

and among these calibrations.
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Figure 3.17: Calibration data from blackbody and water calibration

It is noted that in this dissertation research, although the water calibration

method (with a uncertainty of 0.13 ◦C) is better than the blackbody calibration (with

a uncertainty of 0.24 ◦C), the blackbody calibration was used to process the surfactant

data, while the water calibration curve was used for clean data. The reason for this

was that the water calibration method was developed more than a half-year after
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finishing all of the surfactant-covered experiments. A choice was made to always

process the IR imaging data using the chronologically closest calibration. Hence, the

blackbody calibration was used for the surfactant data, while the water calibration

was used for the clean data.

3.4 Data Reduction

The air/water interfacial heat transfer experimental runs are listed in Table 4.2

in Chapter 4 together with the statistics of each experimental run. The heat flux at

the water surface q′′ was obtained by first computing the total tank heat loss and

then correcting for losses through the insulated tank walls. The total tank heat loss

is:

qout =
dTb

dt
ρV cp (3.6)

where ρ is the water density, V the tank volume, and cp the specific heat of water.

The loss of heat through the tank walls was determined through a separate set of

“closed-top” experiments where the top of the tank was fitted with insulation, and

the rate of decay of the bulk water temperature was due solely to heat leakage through

the insulation. This wall heat loss is:

qloss =
dTb,c

dt
ρV cp (3.7)

where
dTb,c

dt
is the time rate of change of the bulk water during these closed-top ex-

periments. The value of the heat flux, corrected for the wall loss is:

q′′ =
qout − (qloss)(f 5

6

)

As

(3.8)
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where As is the water surface area and f 5

6

is the ratio of the insulated areas for the

open-top experiment (the regular experiment), to the insulated areas for the closed-

top experiment, and accounts for the fact that the loss of heat through the tank

walls for a regular experiment occurs through five walls, while during the closed-

top experiments, it occurs through six walls. The corrected heat flux described by

Eq. (3.8) is what presented in the Results chapter of this dissertation.

Equations (3.6) and (3.7) require the time rate of change of Tb. This rate was

obtained by first fitting the Tb(t) data using an exponential. Values for dTb/dt were

then obtained by taking the derivative of this fit at each point in time. Each image

sequence lasted 16 minutes.

Figure 3.18: Schematic illustration of a sequence of images.

The definitions of the RMS and skewness are:

σ =

√

∑

i

∑

j

∑

k(Ti,j,k − Tm)2

N − 1
(3.9)

46



and

γ =
1

N

∑

i

∑

j

∑

k

(Ti,j,k − Tm

σ

)3

(3.10)

respectively, where Ti,j,k is the temperature at pixel (i, j, k) obtained from an IR

image, Tm is the appropriate average temperature, and N is the total number of

pixels used in computing either σ or γ. The (i, j, k) notation used in referring to

the temperatures of a given pixel in the three dimensional space created by an image

sequence is illustrated in Fig. 3.18.

The RMS and skewness of the temperature fields are computed using Eqs. (3.9)

and (3.10), each of which requires subtraction of a mean temperature, which is impor-

tant to the overall statistical computation. In this work, seven methods for computing

the mean were considered initially, as described below, they are:

1. Image mean: The mean of an image is computed using the i × j pixels in that

image. This value is subtracted from each pixel in that one image.

2. Row mean: The mean is computed using all the pixels in one row of one image.

This value is subtracted from each pixel in that row of that one image.

3. Column mean: The mean is computed using all the pixels in one column of

one image. This value is subtracted from each pixel in that column of that one

image.

4. Point mean: The mean is computed at each (i, j) location using all k values

at that location. This value is then subtracted from all pixels at that (i, j)

location.

5. Cube mean: The mean of the entire data cube is computed using all N = i×j×k
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Figure 3.19: The maximum temperature difference along the streamwise direction
and the cross-stream direction for: 1 m/s, 754 W/m2, 2 m/s, 1028 W/m2, 3 m/s,
1286 W/m2 and 4 m/s, 1634 W/m2, the surfactant-covered surface condition.
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pixels in the image cube. This value is then subtracted from every pixel in the

image cube.

6. Row slice mean: The mean of a given row is computed using all pixels in the

row i, using all of the images. This value is subtracted from each pixel in the

row i for all images.

7. Column slice mean: The mean of a given column is computed using all pixels in

the column j, using all of the images. This value is subtracted from each pixel

in the column j for all images.

However, none of these seven methods were used in this research to compute the sta-

tistical results for the following reasons. First of all, for a given image cube (shown

in Fig. 3.18), a mean should be subtracted from a direction where the temperature

points are homogeneous. Secondly, if such direction cannot be found, then the direc-

tion that has least variation should be used to subtract a mean. Here (i, j) are the

down-stream and cross-stream directions, respectively, and k is time (see Fig. 3.18).

The variation in the i and j directions is presented in Fig. 3.19 where the maximum

temperature difference ∆T in each of these directions is plotted versus U . Here ∆T

is computed by first obtaining the maximum temperature difference in each row (col-

umn) and then obtaining the average of those maxima over all rows (columns) in an

image sequence. The variation in time is revealed in Fig. 3.20 where the temperature

of the center pixel i, j = (104, 113) is plotted versus time. Of the three indices (i, j, k),

Figs. 3.19 and 3.20 reveal that the variation in the downstream direction, i, is the

largest, and hence averaging in this direction is unwise.

To compute σ and γ, the following procedure was followed. First, for each

image sequence, the time trace for temperature for each pixel was detrended. As

shown in Fig. 3.20, these plots are linear (for the relatively short durations of the
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Figure 3.20: The temporal temperature variation for 1m/s, 754 W/m2; 2 m/s, 1028
W/m2; 3 m/s, 1286 W/m2 and 4 m/s, 1634 W/m2, the surfactant-covered surface
condition.
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sequences considered here), and hence a linear fit was obtained and the value of that

fit subtracted from each point in time in that pixel’s time trace. Because of the large

variation in the downstream direction, statistics were computed only from a single

row of pixels. Here, the middle row (i = 104) was used. The image sequence was

detrended, the average of each row was subtracted from each pixel in that row, and

the process repeated for each row # 104 in each image. Then these 96 rows were

used to compute σ and γ for that image sequence. It is noted that the initial seven

methods and the final correct mean subtracting method are all detailedly discussed

here to give a complete reference for future statistics computation of an air/water

interfacial temperature field under mixed convection.

To study the onset of longitudinal vortices, the water surface temperature was

obtained by averaging an image sequence, which included 32 temperature fields, for a

given wind speed and a temperature difference. Since the duration for each run was

only 5.33 minutes, the system was assumed to be in a quasi-steady-state condition

for each run, and a single air and water bulk temperature were obtained by averaging

over such a period. As shown in Fig. 3.12, the wavelength of longitudinal vortices

λ was measured from the mean image by counting the pixels between the streaks.

The actual distance that a pixel represented in the image was previously calibrated

as 0.082 cm by imaging a fine scaled ruler with the same IR camera at the same lens-

object distance and angle. The onset distance Xc, which is the distance from the start

of the wind tunnel to the onset position of vortices, was obtained by Xc = L0 + L1,

where L0 is the tank position and L1 is the distance from the upstream of the tank

to the onset location.
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3.5 Uncertainty Analysis

The uncertainties in the results due to water surface temperature Ts, water

bulk temperature Tb, air temperature Ta, wind speed U and dimension measurements

L & A are now presented. The accuracy and the zero-order uncertainty of instruments

are listed in Table 3.2. The standard deviation of the data from curve fitting to

measurements are also listed in Table 3.2. The ξσ values due to the curve fitting

to the calibration data are different for the surfactant-covered surface condition and

the clean surface condition because the blackbody calibration was used for surfactant

data processing and the water calibration was used for the clean runs data processing.

They are listed respectively in Table 3.2, where ‘sf’ refers to surfactant and ‘cl’ refers

to clean conditions. The uncertainties of measurements (ξ) are combined using the

root of the sum of the squares of accuracy ξa, zero-order uncertainty ξ0 and standard

deviation from curve fitting ξσ as:

ξ =
√

ξ2
0 + ξ2

a + ξ2
σ (3.11)

In this dissertation, sequential perturbation [25] was used to determine the

propagation of uncertainties through the results. As described in Ref. [25], the method

is:

• A result R0 is calculated based on the measurements for the independent vari-

ables (x1, x2, ..., xL). They have a functional relationship R0 = f(x1, x2, ..., x3)

[25].

• Increase the independent variables by their respective uncertainties and recal-
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culate the results giving new values R+
i [25].

R+
1 = f(x1 + ux1, x2, ..., xL)

R+
2 = f(x1, x2 + ux2

, ..., xL)

...

R+
L = f(x1, x2, ..., xL + uXL

)

• Similarly, decrease the independent variables by their respective uncertainties

and recalculate to obtain R−
i [25].

• Calculate the difference δR+
i and δR−

i for i = 1, 2, ...L,

δR+
i = R+

i − Ri

δR−
i = R−

i − Ri

• The uncertainty contribution from each variable is then obtained as [25]

δRi =
δR+

i − δR−
i

2

• The overall uncertainty in the result is [25]

ξR = ±
[

ΣL
i=1(δRi)

2]1/2

By following the procedure above the uncertainties for the relevant parameters

were obtained and are shown in Table 3.3. It can be seen that the uncertainties in
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Measurements Accuracy (ξa) ξ0 ξσ ξ
U (m/s) ±3% ±0.005 N/A ±0.0304
Tb (◦C) ±0.01 ±0.1 N/A ±0.1005
Ts (◦C) ±2% 0.07 ◦C sf 0.0357 sf 0.2370

cl 0.0233 cl 0.1247
L (m) N/A ±5 × 10−4 N/A ±5 × 10−4

Table 3.2: Uncertainty of instruments and standard deviation from curve fitting. The
abbreviations ‘sf’ and ‘cl’ refer to surfactant-covered and clean surface conditions.

Surface condition Reference value Uncertainty Uncertainty in percentage

q′′ (W/m2) clean 955.41 ± 12.60 ±1.32 %
surfactant 742.24 ± 7.24 ± 0.98 %

Raq clean 1.24 × 1012 ± 2.16 × 1010 ± 1.75 %
surfactant 9.56 × 1011 ± 1.09 × 109 ± 0.11 %

Re∗ clean 432.32 ± 9.92 ± 2.30 %
surfactant 427.15 ± 9.80 ± 2.29 %

Pr clean 4.11 ± 9.45 × 10−3 ± 0.0023 %
surfactant 4.17 ± 9.75 × 10−3 ± 0.0023 %

Table 3.3: Uncertainty for indirect measured quantities and dimensionless groups.

heat flux and dimensionless groups Ra, Re and Pr are all < 3%.

3.6 Flow conditions

U (m/s) 1 2 3 4
Re 67,200 134,000 202,000 269,000
Raq 1.35 − 2.63 × 1010 1.99 − 3.58 × 1010 2.35 − 4.55 × 1010 3.09 − 6.49 × 1010

Table 3.4: The Reynolds numbers and the Rayleigh numbers for the air flow.

The air-side Reynolds numbers Re and the air-side Rayleigh numbers Ra for

each of the non-zero wind speed cases investigated are presented in Table 3.4. The

numbers were computed using the physical properties of air at 25◦C. The Reynolds
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number presented in Table 3.4 is defined:

Re =
UL

ν
(3.12)

where U is the wind speed, L is the length from the leading edge of the artificial beach

to the middle of the tank, and ν the kinematic viscosity of the fluid. The Rayleigh

number is defined as:

Raq =
gβH4q′′

ανk
(3.13)

where g is the gravitational acceleration, β the volume expansion coefficient at con-

stant pressure, H the wind tunnel height, α the thermal diffusivity, and k the thermal

conductivity. Although Re on the air-side is less than the typically accepted critical

value Rec = 5 × 105 for transition to turbulence, [70] turbulent natural convection is

generally accepted to begin at Ra = 105 − 108, and so the flow on the air side above

a free surface is turbulent, but the air flow was in transition to turbulence before it

reached the water surface [39,73].

Table 3.5 presents the relevant dimensionless groups for the water side of the

interface. Since the water velocity was not directly measured, some ambiguity exists

over what velocity to use in computing the Reynolds number. Work conducted in

a circular wind/water tunnel due to Jähne et al. [46] suggests that the water speed

ranges from 3% to 4% of the wind speed. Here we measured the surface speed of the

water by imaging the displacement of small Styrofoam particles placed on the water

surface and found the surface speed to be 1% of the wind speed, a number which

we used here to compute Re and is tabulated as Uw in Table 3.5. The Reynolds

and Rayleigh numbers presented in Table 3.5 were computed using properties at the

average water temperature for the experiments for each wind speed. The large values
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Wind speed (m/s) 1 2
Surface condition surfactant clean surfactant clean

Uw (m/s) 0.01 0.02
u∗ (cm/s) 0.04 0.07

Re∗ 157-190 157-189 259-314 250-302
Re 3,702-4,471 3,710-4,453 7,369-9,011 7,182-8,678
Raq 3.74 − 9.56 × 1011 0.346 − 1.24 × 1012 0.537 − 1.36 × 1012 0.429 − 1.25 × 1012

RaT 1.39 − 2.11 × 109 0.717 − 1.59 × 109 2.03 − 3.40 × 109 0.833 − 1.64 × 109

Pr 4.09-5.09 4.11-5.08 4.05-5.12 4.23-5.28
Wind speed (m/s) 3 4

Uw (m/s) 0.03 0.04
u∗ (cm/s) 0.09 0.17

Re∗ 334-423 320-416 592-767 574-736
Re 10,824-13,700 10,371-13,464 14,196-18,371 13,761-17,636
Raq 0.611 − 1.76 × 1012 0.519 − 2.12 × 1012 0.780 − 2.53 × 1012 0.610 − 2.58 × 1012

RaT 2.28 − 4.18 × 109 0.795 − 1.96 × 109 1.20 − 5.18 × 109 1.36 − 2.65 × 109

Pr 3.99-5.25 4.07-5.51 3.96-5.35 4.15-5.54

Table 3.5: Flow and thermal conditions at water side

for RaT or Raq indicate that the water side flow is turbulent. The Prandtl number

is defined in Eq. (1.3).

It is noted that the friction velocity u∗ is used to define the Reynolds number

as:

Re∗ =
u∗L

ν
(3.14)

where u∗ is defined as:

u∗ =
√

τs/ρ (3.15)

where τs is the shear stress at the air/water interface, ρ is the water density. This

is to conform to the literature, where u∗ tends to be used to parameterize air/water

phenomena [19,35].
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The shear stress at the air/water interface is defined as:

τs = µa
dūa

dy
= µw

dūw

dy
(3.16)

where subscripts a and w represent air-side and water-side properties respectively,

dūa/dy is the air flow velocity gradient and dūw/dy is the water flow velocity gra-

dient. Since dūw/dy was not obtained due to a lack of proper instrumentation, the

velocity gradient dūa/dy was desired to be obtained from HFA measurement of air

flow boundary layer.

To compute u∗, the air side velocity profiles were obtained using a hot-film

anemometry system, composed of a hot-film sensor, sensor holder, a cable of fixed

length, flow analyzer and a data acquisition card. The probe used was a single

cylindrical platinum hot-film sensor (model: TSI 1210 - 40W), having a diameter of

200 µm and operating resistance of 5.72 Ω. Hot-film sensors are thin (∼ 0.1 µm)

platinum or nickel films, which are deposited on thermally insulating substrates. A

5-meter long BNC cable was used to connect sensor and flow analyzer (TSI IFA-

100). Velocity profiles were obtained in the tunnel at locations A and B, as shown in

Fig. 3.21.

The hot-film probe was calibrated using a TSI IFA 300 Constant Temperature

Analyzer. The calibration system is shown in Fig. 3.23. The hot-film calibration was

performed from 0 - 5 m/s at 28 set points. For each wind speed, a data-set of 10

seconds was recorded at a sampling rate of 14,400 Hz, to compute the average voltage

for the given velocity. The above procedure was repeated for all 28 points and a plot

of calibration velocity Uc (m/s) and bridge voltage E (volts) was obtained and is

shown in Fig. 3.22. To be used for boundary layer measurement, the calibration data
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Figure 3.21: Hot-film anemometry facility.
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Figure 3.22: HFA Calibration data and its curve fitting according to King’s law.

was fitted in terms of “King’s law”:

E2 = A + B · U n
c (3.17)

By looping over n and performing a linear least square regression fitting of E2 versus
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Figure 3.23: Hot-film calibration system.

Un
c , A and B were obtained for the minimum fitting error. The fitted curve was:

E2 = 0.348 + 0.476 · U0.465
c (3.18)

Solving for Uc gives:

Uc = (
E2 − 0.3479

0.4755
)1/0.465 (3.19)

Air velocity profiles were obtained using the facility shown in Fig. 3.21. The

sensor was mounted on a Velmex high resolution vertical traverse. Velocities were

recorded from the plate surface to the mid-plane of the wind tunnel. The wind

tunnel velocity profile was measured at two positions: 1 cm upstream of the tank

edge above the solid plate and middle of the tank above a free surface, labeled as

position A and B respectively in Fig. 3.21. The distance XA and XB, from the start

of air flow to the above-mentioned places where the sensor is placed, are 882.7 mm

and 1,022.3 mm respectively.

The velocity profiles at 1 m/s and 4 m/s are presented in Fig. 3.24 (a) and

(b), respectively, for verification purpose. It is noted that the HFA was not used to

obtain the free stream velocity U , which was mentioned earlier this chapter. The data
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Figure 3.24: Direct measurement of velocity profile (mean velocity ū versus height y)
with hot-film anemometer for wind speeds 1 m/s and 4 m/s at position A.

points that are very close to the wind tunnel bottom wall are not shown here due to

the inaccurate near-wall measurement. The profile of 4 m/s has a thinner boundary
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layer than that of 1 m/s, this change agrees with the order of magnitude result in

boundary layer theory:

δ ∼ Re−1/2
x (3.20)

where ReX = UX/ν. To determine whether the air flow at 1 m/s is laminar, the

boundary layer data was plotted in terms of y/δ versus ū/U , shown in Fig. 3.25,

together with the Blasius numerical solution and the cubic approximate boundary

layer profile. It can be seen that the HFA data matched both the Blasius solution

and the cubic profile very well for 1 m/s, indicating that the air flow under 1 m/s in

the wind tunnel was laminar. However, the HFA measurement does not agree with

the laminar profiles for 4 m/s. Data points under 4 m/s deviate from the laminar

profile, showing a flatter profile and a thinner boundary layer, suggesting that the

flow was more turbulent. The Reynolds number at air side under 4 m/s was 269,000

(less than the critical Reynolds number 5 × 105), meaning that the air flow was in

transition to turbulence. However, there is no direct way to compare the wind profile

in transition to these in literature.

It is well known that the thermal anemometry is inaccurate near the solid wall

due to the extra heat loss to the wall [13]. But these errors were accounted for using

the linear profile outside the affected region [13, 9, 56], where data located between

y+ = 5 and y+ = 11 units from the wall was used to compute the gradient. The

dimensionless velocity variable u+ is defined as:

u+ =
ū

u∗
(3.21)

where ū is the mean measured velocity and u∗ is the friction velocity. y+ is defined
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ū/U = 3(y/δ)/2−(y/δ)3/2
hot-film data

(a)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.2

0.4

0.6

0.8

1

1.2

1.4

y/
δ
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Figure 3.25: Velocity profiles compared to theoretical laminar results, at position A.

as:

y+ =
yu∗

ν
(3.22)
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where y is the height of hot-film sensor relative to the bottom wall. However, there is

no research conducted to correct the velocity profile in the near-wall region close to a

free surface, so the linear behavior between y+ = 5 and y+ = 11 being extrapolated

to the free surface to get the velocity gradient cannot be guaranteed to be correct.

Therefore, the velocity gradient obtained at the upstream location (position A in

Fig. 3.21) above the solid plate is used instead of the gradient above a free surface. It

is noted here that this is not the ideal way to get dua/dy to compute u∗, which should

be based on direct velocity profile measurement above a free surface. Nevertheless,

the difference caused by using u∗ obtained from a velocity profile above a solid plate

and a free surface will be discussed in Chapter 5.
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Chapter 4

Results

In this chapter, results from the air/water interfacial heat transfer experiments

and the longitudinal vortex experiments are presented. Infrared images under differ-

ent physical conditions are shown first. Then the statistical results are presented.

Finally, results pertaining to the longitudinal vortices above an air/water interface

are presented. This is a phenomenon observed in this dissertation research for the

first time.

4.1 Air/water interfacial temperature fields

Sample temperature fields are presented in Figs. 4.1 and 4.2. Figures 4.1

(a) - (e) are temperature fields of an air/water interface covered by a surfactant

monolayer and under wind speed of 0 - 4 m/s. The thermal structures in these

IR images are sheet-like patterns, whose size changed from low to high wind speed,

showing a directional preference. Figures 4.2 (a) - (d) are temperature fields of a

clean air/water interface, which is devoid of any surfactant monolayer. The interfacial

thermal structures with the surfactant monolayer present are significantly different
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(a) (b) (c) (d) (e)

Figure 4.1: Sample temperature fields obtained under the surfactant-covered surface
condition at different wind speeds, heat fluxes. (a) 0 m/s, 719 W/m2, (b) 1 m/s,
754W/m2, (c) 2 m/s, 1030 W/m2, (d) 3 m/s, 1290 W/m2, (e) 4 m/s, 1860 W/m2.
The wind direction is from bottom to top in each image.

(a) (b) (c) (d)

Figure 4.2: Sample temperature fields obtained under the clean surface condition at
different wind speeds, heat fluxes. (a) 1 m/s, 955 W/m2, (b) 2 m/s, 1005 W/m2, (c)
3 m/s, 1538 W/m2, (d) 4 m/s, 2070 W/m2. The wind direction is from bottom to
top in each image.

from those with a clean surface in that the clean surface thermal structures have a

much finer scale than for the surfactant case. If observed in real-time, the structures

move around slowly on a surfactant-covered surface, while the clean surface thermal

structures move much faster. The thermal structures for both the surfactant-covered

and clean surface conditions were separated or bounded by darker/cooler bands. For

example, the IR image for a wind speed of 1 m/s (shown in Fig. 4.1 (a)) shows a

pattern of small bright regions surrounded by thin, dark region or lines. As pointed

out by previous researchers [38], these patterns are formed by buoyant plumes rising

and impacting the free surface. As the wind speed increases from 0 - 4 m/s (Fig. 4.1

(a) to (e)), these structures became longer in the streamwise direction and shorter in

the cross-stream direction, showing a response to wind direction.
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4.2 The statistics of the interfacial temperature

fields

A total of twenty six experimental runs were conducted to study the relation-

ships between the statistics and the corresponding physical parameters. Table 4.2

presents the wind speed, surface condition, and range of q′′, σ and γ, for each run.

The experiments were conducted under the surfactant-covered surface condition from

0 − 4 m/s, while the clean surface runs were under wind speed of 1 − 4 m/s. The

lack of 0 m/s runs for the clean surface condition was due to limitations in the water

surface cleaning method developed in this dissertation research.

The root mean square (RMS) σ of the air/water interfacial temperature fields

is plotted versus heat flux q′′ in Fig. 4.3. The solid symbols represent results under

surfactant-covered surface conditions, while the open symbols are for clean surface

conditions. For both surface conditions, the RMS increases with heat flux, showing a

linear trend for each data set under a given wind speed. Data for 0, 1 and 2 m/s for

the surfactant-covered case have identical behavior in variation with the heat flux,

meaning that air flow at the lower wind speeds did not play a significant role in

changing the temperature fluctuations. However, the RMS of 3 and 4 m/s for the

surfactant-covered surface condition and for all wind speeds under the clean surface

condition do not fall into a single line, indicating that the heat flux is not the only

factor that influences the temperature fluctuations for the high wind speed cases.

Another observation from Fig. 4.3 is that the RMS for the clean surface condition is

higher than that for the surfactant case, except for U = 3 m/s, where the RMS for

two surface conditions are of about the same magnitude.

The skewness γ of the temperature fields of an air/water interface under

surfactant-covered and clean surface conditions is presented in Fig. 4.4. Data points
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Run# Conditions q′′ (W/m2) σ (◦C) γ
1 0 m/s, surfactant 371.13 - 718.91 0.178 - 0.247 −0.010 - 0.141
2 1 m/s, surfactant 405.78 - 753.83 0.172 - 0.225 −0.025 - 0.117
3 1 m/s, surfactant 388.89 - 718.85 0.173 - 0.229 −0.069 - 0.070
4 1 m/s, surfactant 427.09 - 713.54 0.172 - 0.224 −0.088 - 0.060
5 2 m/s, surfactant 596.00 - 1028.24 0.209 - 0.301 −0.052 - 0.100
6 2 m/s, surfactant 571.07 - 1014.79 0.213 - 0.290 −0.040 - 0.134
7 2 m/s, surfactant 571.93 - 1004.93 0.209-0.302 −0.068 - 0.078
8 3 m/s, surfactant 680.52 - 1286.09 0.182 - 0.318 0.091 - 0.254
9 3 m/s, surfactant 697.62 - 1306.95 0.184 - 0.324 −0.009 - 0.238
10 3 m/s, surfactant 675.72 - 1239.97 0.152 - 0.292 0.028 - 0.387
11 4 m/s, surfactant 887.97 - 1633.73 0.097 - 0.322 −0.928 - 0.095
12 4 m/s, surfactant 1065.51 - 1862.06 0.102 - 0.192 −0.323 - 0.219
13 4 m/s, surfactant 916.29 - 1697.14 0.098 - 0.158 −0.320 - 0.193
14 1 m/s, clean 344.10 - 955.41 0.243 - 0.332 −1.473 - −1.108
15 1 m/s, clean 476.82 - 849.82 0.261 - 0.346 −1.362 - −1.051
16 1 m/s, clean 443.77 - 940.29 0.267 - 0.400 −1.365 - −1.601
17 1 m/s, clean 369.80 - 804.71 0.261 - 0.325 −1.488 - −1.053
18 2 m/s, clean 533.39 - 1005.05 0.195 - 0.324 −1.164 - −0.803
19 2 m/s, clean 564.11 - 987.73 0.204 - 0.324 −1.243 - −0.905
20 2 m/s, clean 478.07 - 995.89 0.217 - 0.347 −1.156 - −0.925
21 3 m/s, clean 608.94 - 1538.13 0.187 - 0.285 −1.205 - −0.614
22 3 m/s, clean 718.25 - 1547.34 0.205 - 0.289 −1.218 - −0.547
23 3 m/s, clean 706.93 - 1619.94 0.184 - 0.274 −1.055 - −0.671
24 4 m/s, clean 907.09 - 2069.52 0.177 - 0.264 −0.811 - −3.336
25 4 m/s, clean 735.94 - 2045.33 0.160 - 0.246 −0.795 - −0.336
26 4 m/s, clean 896.29 - 2027.2 0.171 - 0.245 −0.775 - −0.4175

Table 4.1: Statistics and heat fluxes in each experimental run.
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Figure 4.3: Root mean square of row # 104 of the temperature field plotted against
heat flux. The 95% confidence interval was computed for each data point and ranged
from 0.0394 to 0.0398 ◦C for the surfactant case and 0.0370 to 0.0377 ◦C for the clean
case. For simplicity only the averaged 95% confidence intervals for the clean and the
surfactant data sets are plotted. � 0 m/s, surfactant; • 1 m/s, surfactant; N 2 m/s,
surfactant; � 3 m/s, surfactant; ◮ 4 m/s, surfactant; ◦ 1 m/s, clean; △ 2 m/s, clean;
� 3 m/s, clean; ⊲ 4 m/s, clean.

acquired under surfactant-covered surface conditions generally have higher skewness

values than those for clean surface conditions. This result agrees with the studies of

evaporative heat transfer by Saylor et al. [81] and Katsaros and Garret [51].

The skewness values for the surfactant-covered case show almost no variation

with heat flux in Fig. 4.4. However, for the clean surface case, the skewness becomes

less negative with higher wind speed. In addition, the skewness decreases with heat

flux, consistent with the results of Saylor et al. [81].

Figure 4.5 presents the scaled RMS σ/(Tb − Ts) versus heat flux q′′. Here σof
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Figure 4.4: Skewness of row # 104 of the temperature field versus heat flux, under
surfactant-covered and clean surface condition respectively. The 95% confidence in-
terval was computed for each data point and ranged from 6.2×10−5 to 0.1996 for the
surfactant case and 0.1522 to 0.4046 for the clean case. For simplicity only the aver-
aged 95% confidence intervals for the clean and the surfactant data sets are plotted.
� 0 m/s, surfactant; • 1 m/s, surfactant; N 2 m/s, surfactant; � 3 m/s, surfactant;
◮ 4 m/s, surfactant; ◦ 1 m/s, clean; △ 2 m/s, clean; � 3 m/s, clean; ⊲ 4 m/s, clean.

the air/water interfacical temperature field is scaled by the difference between the

water bulk temperature and the water surface temperature:

∆T = Tb − Ts (4.1)

where ∆T is also the maximum possible value of σ. For a given wind speed, σ/(Tb−Ts)

under clean surface conditions are greater than that under surfactant-covered surface

conditions. Little variation of σ with heat flux is seen. For both cases, the scaled
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Figure 4.5: Scaled root mean square of row # 104 of the temperature field plotted
against heat flux, under surfactant-covered and clean surface condition respectively.
The 95% confidence interval was computed for each data point and ranged from
0.0244 to 0.2427 for the surfactant case and 0.0357 to 0.3001 for the clean case. For
simplicity only the averaged 95% confidence intervals for the clean and the surfactant
data sets are plotted. • 1 m/s, surfactant; N 2 m/s, surfactant; � 3 m/s, surfactant;
◮ 4 m/s, surfactant; ◦ 1 m/s, clean; △ 2 m/s, clean; � 3 m/s, clean; ⊲ 4 m/s, clean.

RMS decreases with wind speed.

4.3 Parameterization of the interfacial tempera-

ture field statistics

A parameterization of the scaled RMS was sought having the form:

σ

Tb − Ts

= ARam
q Re∗nPro (4.2)
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Figure 4.6: Scaled root mean square of row # 104 of the temperature field plotted
against the Rayleigh, Reynolds and Prandtl numbers, under the surfactant-covered
surface condition. The distance between the two dashed lines is the 95% confidence
interval of the curve fit. • 1 m/s, surfactant; N 2 m/s, surfactant; � 3 m/s, surfactant.
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Figure 4.7: The scaled root mean square of row # 104 of the temperature field plotted
against the Rayleigh, Reynolds and Prandtl numbers, under the surfactant-covered
surface condition. The distance between the two dashed lines is the 95% confidence
interval of the curve fit. • 1 m/s, surfactant; N 2 m/s, surfactant; � 3 m/s, surfactant.
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As noted in Chapter 3, the Reynolds number based on the friction velocity, Re∗ is

used to conform with the air/water interfacial literature, where the friction velocity

is usually used. Re∗ is defined as:

Re∗ =
u∗L

ν
(4.3)

To simplify the fitting process, the Prandtl number exponent was set to o =

−1/3. This has been the generally accepted form of the Prandtl number dependence

in turbulent thermal convection [54]. Deviations from this perfect o = −1/3 behavior

have been reported [18], however the focus of the present work is to understand the

Raq and Re∗ scaling, and so o = −1/3 was kept in the fitting process. It is noted

that the temperature dependence of Pr is accounted for in the fitting process.

Equation (4.2) can be rearranged as

log
[ σ

(Tb − Ts)Ram
q Pr−1/3

]

= log A + n log Re∗ (4.4)

enabling use of a linear least squares fit. For a given value of m, a linear least squares

fit provides (A, n). By iterating over m in increments of 0.01, the value of m was

found which minimized the RMS deviation of the data from the resulting fit. This

value was m = 0.37, and the values of (A, n) at this optimal m were A = 1.11× 10−3

and n = −0.81, giving:

σ/(Tb − Ts) = 1.11 × 10−3 · Ra0.37
q Re∗−0.81Pr−1/3 (4.5)

For the surfactant case, this parameterization is plotted with the data in

Fig. 4.6. It is noted that in Fig. 4.6, and in the following parameterization plots,

the 0 m/s data points are not included because this would cause the Reynolds num-
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ber and the right hand side of the parameterization (shown in Eq. (4.2)) to become

zero. Rounding the decimal exponents to the nearest fraction , and repeating the

curve fitting process gives:

σ/(Tb − Ts) = 2.56 × 10−3 · Ra1/3
q Re∗−4/5Pr−1/3 (4.6)

which is plotted in Fig. 4.7.

As revealed by Eqs. (4.5) and (4.6), the Rayleigh number has a positive ex-

ponent, showing a contributing role to the scaled RMS; the Reynolds number has a

negative exponent, indicating that increasing Reynolds number suppresses the tem-

perature fluctuations.

Plots similar to Figs. 4.6 and 4.7 are presented in Figs. 4.8 and 4.9 for the

clean surface case. The data in these two plots were fitted, using the same procedure

as for Eqs. (4.5) and (4.6), giving:

σ/(Tb − Ts) = 2.99 × 10−3 · Ra0.38
q Re∗−0.90Pr−1/3 (4.7)

σ/(Tb − Ts) = 5.66 × 10−3 · Ra1/3
q Re∗−4/5Pr−1/3 (4.8)

The data points under clean surface condition are more scattering and noisy

than that of the surfactant-covered condition. Although the magnitude of the scaled

RMS differs for the two surface conditions, the exponents in the parameterization are

remarkably similar.
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Figure 4.8: The scaled root mean square of row # 104 of the temperature field
plotted against the Rayleigh, Reynolds and Prandtl numbers, under the clean surface
condition. The distance between the two dashed lines is the 95% confidence interval
of the curve fit. ◦ 1 m/s, clean; △ 2 m/s, clean; � 3 m/s, clean; ⊲ 4 m/s, clean.
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Figure 4.9: The scaled root mean square of row # 104 of the temperature field
plotted against the Rayleigh, Reynolds and Prandtl numbers, under the clean surface
condition. The distance between the two dashed lines is the 95% confidence interval
of the curve fit. ◦ 1 m/s, clean; △ 2 m/s, clean; � 3 m/s, clean; ⊲ 4 m/s, clean.
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4.4 Longitudinal vortices above the air/water in-

terface.

(a) (b)

(c) (d)

Figure 4.10: Sample mean temperature fields obtained at different wind speeds, tem-
perature differences and tank size (a) 0.12 m/s, ∆T = 33.1 ◦C, short tank at position
A, (b) 0.53 m/s, ∆T = 38.7 ◦C short tank at position B, (c) 0.27 m/s, ∆T = 33.4 ◦C,
short tank at position C, (d) 0.25 m/s, ∆T = 33.6 ◦C, long tank. The wind direction
is from the bottom to top.

Four sample mean IR images obtained for different tanks or tank positions are

presented in Fig. 4.10, showing evidence of longitudinal vortices above the air/water

interface. Each image was obtained by averaging 32 IR images under that experimen-

tal run. Although the structures presented in Fig. 4.10 are patterns on the surface

temperature field, they are actually the result of vortices in the air, as indicated in

Fig. 1.7. This was revealed by the following experiments: A reference object, i.e., a

ruler, was positioned at the edge of water tank (the length of the ruler was in the
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Tank type Run# U (m/s) ∆T (◦C) λ (m) Xc(m)
1 0.13 27.90 0.0487 0.1921
2 0.20 27.55 0.0492 0.2314
3 0.30 26.77 0.0488 0.2500
4 0.41 26.15 0.0475 0.2675
5 1.00 26.53 0.0475 0.3500

long tank
6 0.13 35.92 0.0580 0.1870
7 0.17 36.08 0.0517 0.2035
8 0.25 35.63 0.0418 0.2085
9 0.40 34.72 0.0385 0.2281
10 1.00 34.88 0.0517 0.3302
11 0.12 33.04 0.0443 0.2011
12 0.18 32.33 0.0459 0.2150
13 0.27 31.65 0.0459 0.2355
14 0.38 30.93 0.0402 0.2585
15 0.50 34.05 0.0390 0.3083

short tank
16 0.65 33.37 0.0385 0.3304

position A
17 0.12 41.17 0.0508 0.1929
18 0.19 40.29 0.0402 0.1912
19 0.28 39.60 0.0394 0.1986
20 0.40 38.60 0.0418 0.2150
21 0.50 42.07 0.0353 0.2886
22 0.60 41.01 0.0336 0.3198
23 0.08 35.93 0.1082 0.6490
24 0.16 34.42 0.1000 0.6760
25 0.30 33.81 0.0738 0.7031
26 0.40 33.29 0.0722 0.7154
27 0.54 32.51 0.0418 0.8209

short tank
28 0.60 31.94 0.0435 0.8234

position B
29 0.16 40.98 0.1091 0.6555
30 0.10 41.86 0.1140 0.6490
31 0.26 40.39 0.0513 0.6842
32 0.38 39.46 0.0500 0.7113
33 0.53 38.66 0.0467 0.7211
34 0.68 37.73 0.0434 0.7318
35 0.76 37.00 0.0459 0.7252
36 0.13 34.22 0.0943 0.9038
37 0.27 33.36 0.0951 0.9513
38 0.2 33.76 0.0943 0.9202
39 0.52 32.08 0.0713 1.079

short tank
40 0.67 31.34 0.0426 1.0766

position C
41 0.17 40.80 0.1082 0.9070
42 0.25 40.03 0.1033 0.9275
43 0.40 39.53 0.0705 0.9464
44 0.50 38.71 0.0705 1.0438
45 0.64 37.79 0.0410 1.0384

Table 4.2: Experiment lists for longitudinal vortices
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downstream direction of air flow). Under certain wind speed and air/water temper-

ature difference, the onset of the counter-rotating longitudinal vortices was found to

be the same when it was observed with unaided eye in air and in the IR imaging of

a water surface. As can be seen in these images in Figs. 4.10, the onset position and

streak spacing varied with wind speed and temperature difference.
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Figure 4.11: Power-law relationship of wavelength, onset distance of vortices versus
the Reynolds number.

Figure. 4.11 shows the results of the present and previous work for the onset

of longitudinal vortices over a heated surface. Experimental and theoretical studies
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of heated solid plates showed that:

Xc/λ = c1 · Re
1/2

Xc
(4.9)

The prefactor for this relationship varied between 0.16 and 0.31 in literature

[33]. The data acquired in the present study matched well with the Reynolds number’s

1
2

power-law:

Xc/λ = 0.095 · Re
1/2

Xc
(4.10)

Even the data collected here was from different tanks with the short tank located

at different positions, the data still collapse very well, showing the robustness of

the phenomenon of longitudinal vortices and its physical relationship. However, the

prefactor of this correlation is 0.095, which is lower for the data here than that of the

previous researches. This difference is not surprising since the boundary conditions

are very different in the present work where the vortices exist above a liquid surface

as opposed to a solid plate.

Figure. 4.12 is a plot of Xc/λ and GrXC
. This correlation has been found to

be different by heat transfer mechanism. For solid flat plate boundary layer under

mixed convection, it was found that [43,62,68]:

Xc/λ = c2 · Gr
1/3

XC
(4.11)

while for free convection, it was found that [86,64,12,11,94,63]:

Xc/λ = c2 · Gr
1/4

XC
(4.12)

The data acquired in present study, which does not agree either Eqs. (4.11) or

80



10
4

10
5

10
6

10
7

10
8

10
−2

10
−1

10
0

10
1

10
2

Gr
X

C

X
c/λ

 

 

Long tank
Short tank, position A
Short tank, position B
Short tank, position C
x

c
/λ=0.532*Gr

X
C

1/5 (least linear square fit)

x
c
/λ=0.035*Gr

X
C

1/3 (lower bound for mixed convection in literature)

X
c
/λ=0.070*Gr

X
C

1/3 (upper bound for mixed convection in  literature)

X
c
/λ=0.068*Gr

X
C

1/4 (lower bound for natural convection in literature)

X
c
/λ=0.088*Gr

X
C

1/4 (upper bound for natural convection in literature)

Figure 4.12: Correlations for the onset of the longitudinal vortices
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(4.12). However, the current result, from the experiments above a free surface and

mixed convection condition, has the following power-law relationship:

Xc/λ = 0.532 · Gr
1/5

XC
(4.13)

Figure 4.13: Sketch of the onset determination by thermal boundary layer thickness

Figure. 4.11 showed a power-law relationship between the onset parameters

Xc/λ and ReXC
. The exponent of the Reynolds number was all found to be 1/2

for three listed situations. This universal power-law relationship indicates that the

Reynolds number were affecting the onset of vortices, and the tank position and tank

length do not play a role. As mentioned in Chapter 1, the vortex instability involves

both shear and thermal instability. The vortex cannot appear without applying the

wind shear, but as the shear increases, the vortex tends to diminish. As observed

in experiments, the increase of wind speed would push the onset of vortices down-

streamwisely and shrink the streak spacing. However, in Fig. 4.12, it was found that
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relationships between Xc/λ and Grashof number GrXC
has different power-law expo-

nents for different situations, caused by the various unheated starting length under

corresponding tank size and positions. The longitudinal vortices reported here was

observed as an air-side phenomenon. Such vortices cannot be formed unless the ther-

mal boundary layer was developed to some extent so that it is thick enough for the

onset as shown in Fig. 4.13. This onset condition can be expressed as Eq. (4.14):

δT ≥
λ

2
(4.14)

The relationship presented in Fig. 4.12 showed how thermal boundary layer thickness

affect the onset of vortices. For longitudinal vortices above a heated flat plate under

natural convection, the literature has shown the exponent of Grashof number was 1/4,

and the similarity solution [7] of thermal boundary layer thickness under such regime

with an isothermal plate gives δT ∼ Gr−1/4. Different from this regime, the air/water

interfacial heat transfer here has a boundary condition more of isoflux than isothermal

[48]. Since the wind speeds were relative small (< 1 m/s) in experiments here, the heat

transfer can be considered mainly as natural convection, and the similarity solution

for thermal boundary layer thickness with an isoflux condition [7] was found to be

δT ∼ Gr−1/5, while Xc/λ ∼ Gr1/5. The above agreements theoretically indicated that

the thermal boundary layer thickness determines the onset of longitudinal vortices.

To understand if the thermal boundary layer thickness physically plays a role

regarding the onset of longitudinal vortices, smoke visualization experiments were

conducted. Cigarettes were positioned at the upstream edge of the water tank. The

longitudinal vortices were then observed as the smoke mixing with the water vapor.

The onset of vortex instability started at an earlier upstream position because the

thermal boundary layer was developed faster by the heat from cigarettes. However,
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Figure 4.14: Sketch of the early onset due to the early development of thermal bound-
ary layer

this early onset of longitudinal vortices could due to the nucleation of the smoke

particles. To prove that the early appearance of the onset position is more of thermal

boundary layer change than the particle nucleation effect, the cigarettes were removed

after being lighted for a while so that the metal plate to which the cigarettes were

attached was heated by the hot head of cigarettes. After the cigarettes were removed,

the longitudinal vortices still had its onset position from the very upstream edge of

the tank. This means the resided heat released from the metal plate was heating up

the boundary layer and the boundary layer thickness at the upstream edge is thick

enough for the development of such vortices. To further prove the role of the critical

thermal boundary layer thickness, another set of upstream heating experiments were

conducted. A clean heat source was placed at the upstream of the tank to heat up the

boundary layer, shown in Fig. 4.14. Such runs has been conducted at an immediate

upstream edge of the water tank and at some distance farther upstream, with the
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water tank being at different positions under the wind tunnel to test the effect of shear

(to get different Reynolds number). A tube, which has its inside water circulating

through a water bath, was used to control the outcoming heat flux. The water bath

was set to 75 ◦C to have a significant amount of heat coming out of the tube and

released to the above air boundary layer. The longitudinal vortices were found to

start at an earlier position (or upstream of the tank) than that without the clean

heat source. This indicated that the clean heat source enhanced the development of

the thermal boundary layer in a manner that its thickness reached the critical value

at a further upstream position.

The longitudinal vortices were visible to both human eyes and IR camera

because the condensed water vapor was visible. Therefore, it is natural to doubt the

existence of such vortices in upstream place before the onset position because there

was nothing can be used to visualize vortices. Hence, fog experiments were conducted

to show the visible onset position being the actual place where the vortices started.

A fog generator (High End System, F-100 performance) was used to introduce fog

locally to the upstream edge of the water tank. If the fog particle played a role

in visualizing the vortices, the longitudinal vortices should appear from the very

beginning of the water tank or a upstream position. However, this has not been

observed. The longitudinal vortices still started from the same place where the onset

happened without fog.

The above qualitative experiments have showed that the thermal boundary

layer thickness determines the onset of longitudinal vortices. The thermal boundary

layer thickness has to be equal or larger than half of the streak spacing. The streak

spacing has a relationship with the onset position distance and the Reynolds number.

A concern in this research is that the presence of longitudinal vortices will

cause errors in the computed interfacial temperature statistics, such as those results in
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Figs. 4.3 and 4.6. The longitudinal vortices above a free surface are air-side convective

motions in the form of counter-rotating vortex rings. They are visible to the unaided

eye and IR imagery because the vortices are composed of condensed water vapor,

which are actually groups of very tiny water droplets. However, since these vortices

are not a phenomenon of an/water interface, it is inappropriate to compute interfacial

temperature field statistics by directly using the IR images containing those vortices.

To correctly compute the statistics, there are several things to consider. First

of all, according to Table 4.2, the longitudinal vortices only appeared when the wind

speed is lower than 1 m/s and when air/water temperature difference is greater than

25 ◦C. Some extra trials has been conducted to see the possibilities of vortices’s

appearance in a wider range of wind speed and temperature difference, however, only

these conditions listed in Table 4.2 are capable of generating longitudinal vortices.

This means that when wind speed is higher than 1 m/s and temperature difference

is lower than 25 ◦C, the longitudinal vortices do not exist, the IR images acquired

under these conditions are safe for statistics computation, i.e, all IR images data

in this research for the statistics computation do not contain vortices. But for those

scenarios that their wind speed and temperature difference values fall into the range of

these listed in Table 4.2, an image preprocessing is suggested here before the statistics

computation. From observations in the vortex experiments, the onset position and

steak spacing were very stable for a given wind speed and water air/water temperature

difference. Therefore, a mean IR image can be generated by averaging multiple IR

images under the same conditions. Each pixel in the mean image is the mean value of

the pixels at the same (i, j) location of all images. By computing such mean image,

the streaks can be easily identified, as in i.e. Fig. 4.10 (a). By running an edge

detection algorithm, the positions of pixels that covered by these streaks should be

recorded. When the statistics are computed, the pixels that appears in these detected
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regions should not be used.
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Chapter 5

Discussion

The parameterizations of σ/(Tb−Ts) to (Raq, Re∗, P r) presented in Eqs. (4.6)

and (4.8) and plotted in Figs. 4.6 and 4.9 are the main result of this dissertation. The

RMS of the surface temperature field has never been parameterized in terms of Raq,

Re∗ and Pr, for an air/water interface during mixed convection, and hence it is not

possible to make a comparison with prior work. However, comparison to situations

of pure natural convection can be made, although this comparison is necessarily

incomplete. Leighton et al. [60] obtained detailed statistics of temperature via a

DNS study of free surface natural convection (i.e. U = 0). In their work, profiles of

σ/(Tb − Ts) were obtained for Ra ranging from 4.45 × 106 to 4.45 × 109. Over this

range of Ra, σ/(Tb−Ts) at the air/water interface was found to be relatively constant,

ranging from 0.4 − 0.5, a 25% variation. In the present work, for U = 0, under the

surfactant-covered surface condition, it is found that σ/(Tb −Ts) ranges from slightly

more than 0.2 to slightly less than 0.3 as Ra varies from 4 × 1011 to 1 × 1012. The

disagreement in the magnitude of σ/(Tb − Ts) is not large considering the difference

in the magnitudes of Ra. However, if the σ/(Tb − Ts) ∼ Ra1/3 variation obtained

in the present work is applied to the range of Ra explored by Leighton et al. [60], a
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factor of 10 variation in σ/(Tb − Ts) would be expected, but it is not observed by the

author. A possible source of this discrepancy concerns the heat flux which crosses

the air/water interface. In the present work, this heat flux must exhibit some spatial

variability since the surface has a spatial variation in temperature and, even if the

heat transfer coefficient is constant, there will be a spatial variation in heat flux. In

the work of Leighton et al. [60], a constant heat flux is imposed and this may serve

to reduce changes in the scaled RMS with the Rayleigh number.

The σ/(Tb−Ts) to (Raq, Re∗, P r) parameterization obtained here may also be

compared to the scaled RMS of temperature obtained in turbulent Rayleigh-Bénard

convection studies. In these studies, the RMS is typically parameterized as:

σ

∆T
= BRap

T (5.1)

where ∆T is the temperature difference between the hot and cold plates in the

Rayleigh-Bénard apparatus, RaT is defined as:

RaT =
gβ∆TL3

αν
(5.2)

and σ/∆T is typically measured in the center of the Rayleigh-Bénard cell.

A range of values have been observed for the exponent p in Rayleigh-Bénard

convection. For example, Niemela et al. [74] found p = −0.145, and Wu and Libchaber

[95] found p = −0.14 for small aspect ratio cells and p = −0.20 for large aspect

ratio cells. Du and Tong [22] found p = −0.14 for Rayleigh-Bénard convection in

an apparatus with rough walls. A review of other results is presented in Daya and

Ecke [17], who show that, for the studies reviewed, p is always negative. In contrast,

in the present work the exponent for the Rayleigh number is positive (note that the

exponent p in Eq. (5.1) is analogous to the exponent m in Eq. (4.2)). This is true both
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Figure 5.1: The scaled RMS surface temperature versus RaT , under surfactant-
covered surface condition.

when σ/(Tb − Ts) is parameterized in terms of Raq, as defined in Eq. (3.13), giving

m = 1/3 and also when σ/(Tb − Ts) is parameterized in terms of RaT , as defined in

Eq. (5.2), which gives m = 0.7 for both the surfactant and clean data. This is shown

graphically in Figs. 5.1 and 5.2 where σ/(Tb − Ts) is plotted against RaT , revealing

an increase in σ/(Tb − Ts) with RaT for all wind speeds. Note that in Figs. 5.1 and

5.2 the value of ∆T used in the definition of RaT is (Tb − Ts).

The disparity on the sign of p is not surprising because in Rayleigh-Bénard

convection studies, conducted in a turbulent convection cell, the temperature probe is

usually placed at the center of the cell. However, here we see a positive exponent for

Ra, which is not often seen for Rayleigh-Bénard convection. However, Verzicco [91]

found that for the constant heat flux case, which is close to the quasi-constant heat
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Figure 5.2: The scaled RMS surface temperature versus RaT , under clean surface
condition.

flux assumption in this research, the temperature fluctuation at the upper cold plate

has σw ∼ Rap, where p > 0. This positive exponent was also found by Hunt [41].

In their case, it can be theorized that when a higher Rayleigh number is achieved,

thermal plumes, which are produced by hotter fluctuations at the lower hot plate, are

carrying more heat towards the top cold plate, and bringing more fluctuations to the

top cold surface. However, this positive power law cannot explain the positive sign

of ‘p’ for the air/water transport case. Rayleigh-Bénard convection differs from the

present work in several ways. First, there is no forced convection. However, this is

not the explanation for the difference in the sign of p, since this difference exists in the

present work, even when U = 0 (viz. for pure natural convection). The thermal and

hydrodynamic boundary conditions are also different between the Rayleigh-Bénard
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convection and the present study. Thermally, in the Rayleigh-Bénard case, a con-

stant temperature or constant heat flux boundary condition exists, while the present

case considers an air/water interface which lacks a constant temperature or heat flux

boundary condition. However, in the present case, the thermal boundary condition

must lie somewhere between these two limiting cases, and many Rayleigh-Bénard con-

vection studies have both a constant temperature and a constant heat flux boundary

condition (top plate and bottom plate, respectively) in the same apparatus, and so

this difference is unlikely to explain the difference in sign for p. The hydrodynamic

boundary condition in a Rayleigh-Bénard apparatus is of the no-slip type, while the

air/water interface is one of a constant elasticity when a surfactant is present. But

for the present study, with or without the surfactant monolayer, p is positive. And

it is not known if p will be negative if the RMS is obtained in the water bulk. In

a Rayleigh-Bénard apparatus, σ/(Tb − Ts) is measured in the bulk and approaches

zero at the plate with a constant temperature boundary condition. In the present

study, the author measured σ/(Tb − Ts) at the apparatus “boundary” (the air-water

interface), and it is likely to be the cause of the difference in the sign of p since at the

air/water interface, the turbulence necessarily becomes two-dimensional in nature,

while σ/(Tb − Ts) in Rayleigh-Bénard convection is measured in the bulk where the

turbulence is three dimensional.

As Figs. 4.6 - 4.9 indicated, for each given wind speed, as the Rayleigh number

increases, the convection in the water tank becomes more turbulent, creating larger

temperature fluctuations. Likewise, the temperature fluctuation is expected to in-

crease with the Reynolds number. However, the RMS (Fig. 4.3) and the scaled RMS

(Fig. 4.5) decreases with wind speed from 1 to 3 m/s. Figures 4.7 and 4.9 show that

σ/(Tb − Ts) increases with the dimensionless group Ra
1/3
q Re∗−4/5Pr−1/3, indicating

that temperature fluctuations increase with Re∗−4/5. This is the opposite of what
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one would expect because the stronger wind shear with increasing Reynolds number

is creating turbulence in the tank. The mechanism by which the Reynolds number

contributes to the surface temperature fluctuation is unclear. Here it is postulated

that this decreasing functional relationship is due to a smoothing effect of the air flow

on the water surface temperature field. When the cool air flows over a warm water

surface, more heat will be taken from the hotter places, while less heat will be taken

from the cooler places. Such an inhomogeneous heat transfer between the water sur-

face and the air flow reduces temperature differences at the surface, thereby reducing

the RMS. At higher wind speeds where a higher Reynolds number is also obtained,

this smoothing effect will become stronger, and the surface temperature fluctuation

will decrease further. This mechanism would suggest that the flow of air over a wa-

ter surface does more to smooth temperature fluctuations through convective heat

transfer than it does to promote turbulence through shear.

To explore the possible smoothing effect of the Reynolds number on the

inhomogeneous air/water interfacial temperature field, a model depicting how the

Reynolds number is affecting the water temperature fluctuation has been developed.

As shown in Fig. 5.3, two arbitrary positions (Th and Tc, for hot and cold, respec-

tively) on the water surface were chosen to be studied, and a two-dimensional finite

control volume under the water surface was considered for both positions. In these

control volumes, the heat flux in the horizontal direction is neglected, and the amount

of heat transferred from the water bulk into the control volume is assumed to be the

same for the two positions (q′′ = q0). The heat flux from the water surface to the

air is q′′i , which is estimated using the relationship for a laminar flat plate boundary

layer with unheated starting length. For each control volume, an energy balance is
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(a)

(b)

Figure 5.3: Model of smoothing effect of Reynolds number on surface temperature
fluctuation, i = h, c the index of positions. (a) Simplified model, (b) The finite control
volume.

established:

∫

cv

ρw · Cpw ·
dTi

dt
dV =

∫

cs

(q′′ − q′′i )dA (5.3)

where A is the control surface across which the heat is transferred, V is the volume

of the control volume, Cpw is the specific heat of water, and ρw is the density of

water. The temperature Ti (i = h, c) can be obtained by solving this first order linear
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differential equation, resulting in:

Ti(t) = T∞ + C ·
q′′0

ρw · b · Cpw

· (1 − e−Re1/2· t
C ) + (Ti0 − T∞) · e−Re1/2· t

C (5.4)

where C = ρw·b·Cpw·L

0.332·ka
Pr

−1/3
a · (1 − (L0

L
)3/4)1/3, Ti0 is the initial temperature, L0 the

distance from the start of the wind tunnel to the upstream edge of the water tank, L

the distance from the start of the wind tunnel to the downstream position at the hot

and cold spots, and b is the width of control volume in Fig. 5.3.

At a certain time instant, the temperature difference between the hot and cold

spots is:

∆T = Th(t) − Tc(t) (5.5)

The variation of the term |∆T |
Tb−Ts

with the Reynolds number qualitatively represents

its smoothing effect on σ
Tb−Ts

, and the analytical form is:

|∆T |

Tb − Ts

=
|(Th0 − Tc0)| · e

−Re1/2· t
C

Tb − T∞ − C ·
q′′
0

ρw·b·Cpw
· Re−1/2

1−e−Re1/2
·

t
C
− (T01+T02

2
− T∞) · e−Re1/2· t

C

(5.6)

where Tho and Tc0 are the initial temperatures of the hot and cold spots. At a given

t, |∆T |
Tb−Ts

is a function only of the Reynolds number. As Re → ∞, |∆T |
Tb−Ts

→ 0 at

the rate of Re1/2. From Table 3.5, it is seen that u∗ ∼ 0.04 · U . Therefore, when

Re∗ → ∞, it is still valid that |∆T |
Tb−Ts

→ 0. This shows that as the Reynolds number

increases, the scaled temperature difference between two positions decreases, showing

the smoothing effect of the Reynolds number on the temperature fluctuation.

One of the objectives of this dissertation was to determine how well the RMS of
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the surface temperature field could be used as a remotely sensed signature, to obtain

surface heat flux. The RMS σ in Figs. 4.3 and 4.4 does not increase with heat flux

alone. However, for the surfactant case, the data for wind speeds of 0, 1 and 2 m/s

increases linearly with heat flux only. For the clean case, however, the data series for

different wind speeds, do not coincide, although there is a linear relationship between

σ and q′′ for each speed. This relationship between σ and q′′ may be applied to the

remote sensing field for wind speeds of 0 − 2 m/s with surfactant. Additionally, if

the wind speeds and surface condition are known through other approaches, all the

σ versus q′′ results can still be used for remote sensing. However, it is noted that

waves, currents, solar irradiation and other factors would make it difficult to apply

these results in the field, and further research on these environmental influences is

needed before this application is realized.

The plot of the skewness of the air/water interfacial temperature field versus

heat flux is shown in Fig. 4.4, which shows that the clean data sets are more negative

than the surfactant case. This result agrees with what has been observed by Saylor

et al. [81] in a natural convection study, and it was explained as follows: As heat is

transferred from the warm water to the air flow, the surface temperature T can only

be less than the bulk temperature Tb. Therefore, T is bounded from above by Tb

and is essentially unbounded below. For the clean case, the surface temperature T is

very close to Tb, and the excursions above the average Tm is more restricted. Hence,

the clean surface has a very negative skewness. For the surfactant-covered case, the

surface temperature is much cooler than Tb, allowing for significant deviations from

the mean that are positive and negative thereby permitting a skewness closer to zero.

Another interesting observation is that, for a clean surface, when the wind

speed is higher, the skewness becomes less negative. This is because the stronger

wind makes the mean temperature much less than Tb so that the excursion above
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Tm for higher wind speed is less restricted, allowing for a less negative skewness. For

the surfactant-covered case, there is almost no effect of wind speed on γ. The reason

for this is that even for low wind speeds, the presence of the surfactant has already

reduced Tm significantly below Tb. Hence, further increases in U do not reduce γ,

which is already essentially zero.

The statistics for a wind speed of 4 m/s under the surfactant-covered surface

condition (presented in Figs. 4.3 and 4.4) are significantly different from U = 1 - 3

m/s. As seen in Fig. 4.1, the temperature field under 4 m/s with the surfactant shows

a recirculating pattern, which is very different from the fields under U= 1 - 3 m/s,

and is most likely the cause of these differences. The wind/water tunnel used here

employed a small tank to reduce the surface shear on the air/water interface so as to

maintain a surfactant-covered surface. The results seen at 4 m/s reveal what appears

to be a type of recirculation in the plane of the interface that most likely would not be

observed in a much longer tunnel. However, lengthening the tunnel was not pursued

here due to the likelihood of the formation of a Reynolds ridge.
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Figure 5.4: Probability density function of T − Tm, (a) under the clean surface con-
dition, (b) under the surfactant-covered surface condition

Another way to look at temperature statistics is the probability density func-

tion (PDF), which gives the entire temperature distribution of an air/water interface.
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Figure 5.5: Probability density function of T −Tb, (a) under low heat flux: 459W/m2,
wind speed of 1 m/s; (b) under high heat flux: 1586W/m2, wind speed of 4 m/s.
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Figure 5.6: Probability density function of T−Tb, (a) under surfactant-covered surface
condition, (b) under clean surface condition

The air flow above an air/water interface has an effect on an air/water interfacial

temperature field, however, its influence on the PDFs has never been reported before.

Figure 5.4, presents PDFs for (T − Tm) at wind speeds of 1 m/s and 3 m/s for both

clean and surfactant-covered conditions. As noted above, Fig. 4.4 show that for clean

surface conditions, the skewness becomes less negative as U increases. Figure 5.4 (a)

reveals this more clearly, as one can see that the 1 m/s PDF is obviously skewed,

while the 3 m/s PDF appears much more symmetric. Also γ for surfactant covered

conditions is essentially zero and shows little wind speed dependence. Again, this can
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be seen in Fig. 5.4 (b), where both the 1 m/s and 3 m/s PDFs are fairly symmetric.

For some of the surfactant runs, these PDFs are essentially Gaussian.

As noted earlier, Tb is the maximum value for T and therefore, when the

surface temperature is closer to Tb, the PDF must become more negatively skewed.

This can be seen more clearly in PDFs of (T − Tb). For example, Fig. 5.5 (a) is a

PDF of (T − Tb) showing the effect of surface conditions. The clean PDF is clearly

skewed and it is clear that the right tail of the PDF is pressed up against the limiting

value (T − Tb = 0). In contrast, the surfactant PDF is not pressed against this limit

and is not significantly skewed. This all agrees with the previous PDF result under

natural convection by Saylor et al. [81]. As these authors pointed out: For the clean

case, the peak of the PDFs is very close to (T − Tb = 0), this means that the fluid

parcels do not have sufficient time to cool significantly below the bulk temperature.

Therefore, the only variation in temperature which can occur is to the left, making

the PDF negatively skewed. However, for the surfactant case, due to the effect of the

surface elasticity, which impedes the travel of fluid parcels, the fluid can be cooled at

the surface with extra amount of time, the surface temperature is much cooler than

the bulk temperature. Therefore, most of the fluid parcels are not very close to Tb,

allowing the PDFs to be more symmetric in shape.

Careful observation of Figs. 5.5 (a) and (b) show that increasing the wind

speed, and hence the heat flux causes the separation in the peaks for the clean and

surfactant PDFs to increase. The reason for this is that when q′′ increases for the

clean case, this occurs primarily by mixing surface fluid with bulk fluid, which occurs

easily due to the lack of surfactant. Hence, the surface temperature does not decrease

significantly. However, for the surfactant case, this increase in q′′ occurs via a signif-

icant reduction in the average surface temperature, due to the restriction of surface

motion caused by the surfactant. This effect is also shown in Fig. 5.6 where the PDFs
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for 1 m/s and 3 m/s are plotted together for each of the two surface conditions. It

can be seen that the average surface temperature for the surfactant case decreases

more than that for the clean case to achieve the heat transfer increase due to the

wind speed variation from 1 m/s to 3 m/s.

20 30 40 50 60 70 80 90 100 110
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Ra
q
1/3Re*−4/5Pr−1/3

σ/
(T

b−
T

s)

Figure 5.7: The scaled RMS is plotted against the parameterization containing (Raq,
Re∗, Pr) under the surfactant-covered and clean surface conditions. The distance
between the two dashed lines is the 95% confidence interval of the curve fit. • 1 m/s,
surfactant; N 2 m/s, surfactant; � 3 m/s, surfactant; ◦ 1 m/s, clean; △ 2 m/s, clean;
� 3 m/s, clean; ⊲ 4 m/s, clean.

The data of the scaled σ versus (Raq, Re∗, P r) shown in Figs 4.7 and 4.9 are

plotted together in Fig. 5.7. It is seen that the surface temperature fluctuations for

the clean surface condition are greater than that for the surfactant-covered case, and

that the clean data has a slightly different slope from the surfactant data points.

One of the objectives in this dissertation was to study the effect of the surfactant
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monolayer and quantify the influence of surfactant, if possible. As indicated in Chap-

ter 1, surfactant, by the effect of elasticity, damps small scale turbulent motion. This

decreases heat transport through the air/water interface. Here we see the effect of

surfactant is decreasing the amplitude of temperature fluctuation by a factor of 2 to

5 for wind speeds of 1 - 3 m/s (the 4 m/s data for the surfactant case is not presented

for the reasons discussed earlier). These results extend the RMS results reported by

Saylor et al. [81] from natural convection to mixed convection. Their work was about

a natural convection study (U = 0), and the presence of the surfactant monolayer

was found to decrease surface fluctuations. There are not many air/water interfacial

studies in the literature for comparison. Shen et al. [84] studied the effect of surfac-

tants on free-surface turbulent flow. In their DNS study, elasticity has been found

to reduce the flow divergence. The surfactant also reduces the near-surface turbu-

lent fluctuation, increases dissipation and viscous diffusion, and reduces turbulence

production and transport. But their problem base is a free surface shear flow; there

was no unstable temperature gradient considered. However, the temperature fluctua-

tion change caused by surfactant agrees with the reduction of near-surface turbulence

momentum fluctuations. Additionally, although not at an air/water interface, Kat-

saros [51] has found that the temperature fluctuation in water bulk was found to be

lower with surfactant present and when there was wind.

To quantify the damping effect of surface elasticity, a scaling analysis was con-

ducted to identify a new dimensionless group using the Buckingham Pi theorem. The

outcomes of this theorem are highly dependent on the variables selected according

to the physical process of the problem studied. The variables related to the problem

considered here are: q′′ the air-water interfacial heat flux, Ls the water surface extent,

ρ the density, ν the kinematic viscosity, E the surface elasticity, g the gravitational

acceleration, u∗ the friction velocity, D the depth, L the distance from the start of the
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wind tunnel to the middle point of the water tank, β the volumetric expansion coef-

ficient, α thermal diffusivity, k thermal conductivity and σ the surface temperature

RMS. A detailed analysis is not presented here and the resulting Pi groups are:

σ

∆T
= f(

u∗L

ν
,
ELs

ν2ρ
,
βDq′′

k
,
ν

α
,
L

D
,
Ls

D
,
gD3

ν2
) (5.7)

For the problem here, the surface temperature fluctuation caused by the sub-

surface turbulent convection in the water, due to an unsteady temperature gradient,

is characterized by Raq, which is a combination of the dimensionless groups (βDq′′

k
, ν

α

and gD3

ν2 ). The aspect ratios L
D

and Ls

D
are fixed values for this setup and therefore

are constants for this parameterization study. The term u∗L
ν

is the Reynolds number.

The remaining dimensionless group has never been reported before, and is referred

to here as the “damping number”:

Dp =
ELs

ν2ρ
(5.8)

where the surface elasticity (also referred to as the Gibbs elasticity) is defined as [27]:

E = 2s
dΠ

ds
(5.9)

where s is the surface area and Π is the surface pressure, which is defined as:

Π = σs0 − σs (5.10)

where σs0 is the surface tension of a clean water surface, and σs is the surface tension

of a water surface covered by the surfactant monolayer. Elasticity values [50] used

for an oleyl alcohol covered water surface were obtained for ESP conditions. Ls, the

water surface extent, appears in Eq. (5.9), however, variation of this length scale

102



does not affect damping of subsurface turbulence by the surfactant monolayer. Thus,

a characteristic length scale, which represents the subsurface turbulent structure is

needed. The Kolmogorov length scale, the smallest scale in turbulent flow, was chosen

as the length scale in the damping number. The Kolmogorov length scale is defined

as:

η =

(

ν3

ǫ

)
1

4

(5.11)

where ǫ is the rate of dissipation of turbulent kinetic energy, defined as:

ǫ =
u∗3

Ls

(5.12)

where u∗ and Ls are used as the largest velocity scale and length scale in the near-

surface region.

Therefore, the damping number is redefined as:

Dp =
Eη

ν2ρ
(5.13)

The resulting dimensionless groups that govern the surface temperature fluc-

tuations are:

σ

∆T
= f(Re∗, Raq, P r, Dp) (5.14)

As seen in Fig. 5.7, a linear fit to the surfactant data and to the clean

data would differ in the y-offset and slope. Therefore, a new parameterization for

σ/(Tb−Ts) that accounts for the effect of Dp was based on a modification of the term

Ra
1/3
q Re∗−4/5Pr−1/3. There are two other things to consider when forcing the data

sets under the two surface conditions to coincide. The elasticity for a clean surface is
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zero. Therefore, for the clean surface case, the fitted function should have the same

parameterization as in Eq. (4.8). Another condition needed to be satisfied is that the

fitting function should be able to change the magnitude and slope of the data sets

so that all data can be fitted with a single function. This change can be achieved

by multiplying Ra
1/3
q Re∗−4/5Pr−1/3 by the term (1 + B( Eη

ν2ρ
)). This term gives unity

for the clean case while it changes the slope and magnitude for the surfactant case.

Therefore, the data sets under the surfactant-covered and clean surface conditions

should be fitted in the following form:

σ

Tb − Ts

= A · Ra1/3
q Re∗−4/5Pr−1/3

[

1 + B(
Eη

ν2ρ
)

]

(5.15)

where A and B are constants to be obtained from the fitting. After least squares

fitting, the surfactant and clean data sets collapse toward a line, shown in Fig. 5.8.

The fitted equation is:

σ

Tb − Ts

= 6.543 × 10−3 · Ra1/3
q Re∗−4/5Pr−1/3 ·

[

1 − 8.545 × 10−7(
Eη

ν2ρ
)

]

(5.16)

It is noted here that although the entire data set for both surface conditions

can be fit by the same function, it is not clear if Eq. (5.16) will hold in any general

sense since Dp essentially has only two values here (note that Dp does vary slightly

due to the temperature sensitivity of the properties). Another open question here is

if the aspect ratio plays an important role in parameterizing the scaled RMS. Three

length scales L, Ls and D were considered, allowing for three aspect ratios L
Ls

, L
D

and

LS

D
.

The σ
∆T

versus (Raq, Re∗, P r) parameterization is replotted in Figs. 5.9 and
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Figure 5.8: The scaled RMS plotted against the parameterization containing Raq,
Re∗, Pr and Dp under surfactant-covered and clean surface conditions. The distance
between the two dashed lines is the 95% confidence interval of the curve fit. • 1 m/s,
surfactant; N 2 m/s, surfactant; � 3 m/s, surfactant; ◦ 1 m/s, clean; △ 2 m/s, clean;
� 3 m/s, clean; ⊲ 4 m/s, clean.

5.10 using u∗ measured over the water surface, as opposed to above the upstream

solid surface, as was done in Chapter 4. Due to the extra heat transfer when the hot-

film sensor is close to the surface, the voltage values acquired cannot be converted

to wind speed as the calibration is invalid in this region. Nevertheless, for the solid

surface, u+ = y+ (5 < y+ < 11) can be extrapolated to the surface so that du
dy
|y=0 can

be computed to get u∗. But for the free surface case, no study has ever investigated

how the near-surface measurement can be corrected. For the sake of completeness,

u∗ obtained over the water surface was used in spite of these inaccuracies. To do this,

the same wind profile correction method as used in the solid surface case, was used
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Figure 5.9: Scaled root mean square of row # 104 of the temperature field plotted
against the Rayleigh, Reynolds and Prandtl numbers, under the surfactant-covered
surface condition, with free surface based u∗. • 1 m/s, surfactant; N 2 m/s, surfactant;
� 3 m/s, surfactant.
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Figure 5.10: Scaled root mean square of row # 104 of the temperature field plotted
against the Rayleigh, Reynolds and Prandtl numbers, under the clean surface condi-
tion, with the free surface based u∗. ◦ 1 m/s, clean; △ 2 m/s, clean; � 3 m/s, clean;
⊲ 4 m/s, clean.
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to get u∗ at the free surface. The u∗ obtained above the free surface was smaller by

a factor of 0.4 to 0.7, depending on wind speed. Figures 5.9 and 5.10 show that the

use of the free surface u∗ still results in a collapse of the data to a linear fit. However,

for the surfactant case, the exponent of Raq changed from 0.37 to 0.23, a decrease by

a factor of three. The exponent of Re∗ changed from -0.81 to -0.38, a decrease by a

factor of two. Meanwhile, for the clean case, the exponent of Raq changed from 0.38

to 0.36, and the exponent of Re∗ changed from -0.90 to -0.47. Further theoretical

or experimental studies on near-free-surface anemometry corrections are needed to

obtain u∗ with certainty.

Streaky patterns were observed in the mean temperature fields under the

surfactant-covered and clean surface conditions, as shown in Figs. 5.11 and 5.12.

These patterns differ from those described in Chapter 4 as will be described below.

Each of these average images was obtained by averaging the (i, j) location over each

of the 96 images in a single image sequence. For the surfactant case, the wind speed

varies from 0 m/s to 4 m/s from left to right in Fig. 5.11. The upper row of images

are for the highest heat flux in that particular experimental run, and the lower row

of images are for the lowest heat flux in that run. For 0 m/s, no discernible pattern

can be seen in the mean map, which is expected in the absence of wind. For 1 m/s

to 4 m/s, a streaky structure is observed in each map, and there is a temperature

increase in the downstream direction.

Mean temperature fields with clean surface conditions are presented in Fig. 5.12

for wind speeds U = 1−4 m/s. In contrast to the surfactant case, the average temper-

ature fields under 1 m/s show no obvious pattern, while these fields under 2, 3 and 4

m/s show narrower stripes, when compared to the surfactant case, all the way across

the mean temperature field. The width of the structures is about the same for both 3

m/s and 4 m/s. These spatial temperature variations indicate that these temperature
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Figure 5.11: Mean maps of sequences of IR images under different wind speeds and
heat flux. From left to right, the wind speed and heat flux corresponding to each
image is (a) 0 m/s, 719 W/m2, (b) 1 m/s, 754 W/m2, (c) 2 m/s, 1030 W/m2, (d)
3 m/s, 1290 W/m2, (e) 4 m/s, 1630 W/m2, (f) 0 m/s, 371 W/m2, (g) 1 m/s, 406
W/m2, (h) 2 m/s 596W/m2,(i) 3 m/s, 681 W/m2, and (j) 4 m/s, 888 W/m2.

fields were not homogeneous. This is the reason why choice of an appropriate average

was critical to the computation of the statistics, discussed in Chapter 3. To facilitate

the following discussion, the structures in the mean maps shown in Figs. 5.11 and

5.12 are referred to as ‘stripes’, while the structure due to longitudinal vortices in the

air are referred to as ‘streaks’ (Figs. 4.10 (a) - (d)).

The first question to be addressed is whether the stripes here are the same as

the streaks shown in Fig. 4.10. The streaks and stripes were initially regarded as the

same by the author, but later found to be two distinct phenomena. They are different

in several ways. Firstly, the stripes extend over the entire downstream distance, if

they exist. But the streaks have an onset position which varies with both wind speed

and air/water temperature difference. Secondly, the width of the streaks also changes

with U (or ReXC
) and ∆T (or GrXC

). However, the stripe spacing hardly change

with either wind speed or heat flux, as shown in Figs. 5.11 and 5.12. The pattern
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Figure 5.12: Mean maps of sequences of IR images under different wind speeds and
heat flux under clean surface condition. From left to right, the wind speed and heat
flux corresponding to each image is (a) 1 m/s, 955 W/m2, (b) 2 m/s, 996 W/m2, (c)
3 m/s, 1547 W/m2, (d) 4 m/s, 2070 W/m2, (e) 1 m/s, 344 W/m2, (f) 2 m/s, 478
W/m2, (g) 3 m/s, 718 W/m2, (h) 4 m/s 736W/m2.

change from Fig. 5.11 (d) to (e) may be due to the tank edge effect, discussed earlier

in this chapter. Additionally, the formation of longitudinal vortices was due to the

condensed water vapor which is attenuated to the IR imaging. And such vortices

were also visible to the unaided eye when comparing the visual observation to real

time IR camera output. However, the stripes are visible in IR imaging, but not to

unaided eye. This means that the appearance of the stripes is not due to attenuation

of condensed water vapor in IR imaging. Moreover, the streaks and stripes appear

under completely different physical conditions. In experiments, it was seen that the

longitudinal vortices were only seen when U < 1 m/s, and when U increases between

0 and 1 m/s, the onset position was pushed downstreamwisely. When U ≥ 1 m/s, the

streaks were completely gone. However, the stripes were not seen in mean temperature

fields until U ≥ 2 m/s.

The second question to be addressed concerns the cause of the stripes. Stripes,
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which become more apparent during higher wind speeds (U ≥ 2 m/s), is not known

that whether it is caused by an air-side or water-side physics (or combination of both).

An experiment were conducted to see if the stripes in Fig. 5.12 (c), (d), (g) and (h)

are due to the spanwise preferential cooling by invisible coherent structure in the air.

The fog was introduced at the entrance of wind tunnel to see if there was spanwise

coherent structure in the air. However, this was not the case because the fog was

diffusing in the air very rapidly and in a turbulent way. Nevertheless, these coherent

structures are usually caused by the shear. To find out if shear is the cause of these

stripes, some comparisons are performed as follows. A length scale 100l+, which is

usually used to characterize the coherent structure in a thermal boundary layer under

shear [38], was computed to compare to the stripe spacing here. The l+ is the thermal

boundary layer thickness (or the thickness of ‘cool skin’), which is defined as:

l+ =
ν

u∗
(5.17)

where ν and u∗ were computed with water-side properties. The characteristic length

scale 100l+ was obtained as 18 cm, 10 cm, 8 cm and 4 cm for wind speeds of 1 -

4 m/s, respectively. These length scales do not agree with these in Figs. 5.11 and

5.12, suggesting that the stripe spacing is not only due to water-side shear. The same

procedure was performed with air-side properties too, but the resulting length scales

do not match those stripes in Figs. 5.11 and 5.12 either. During the experiments,

it was observed by the author that the thermal structures in both a surfactant-

covered and a clean surface were stretched along the streamwise direction. It is

postulated that these stripes are due to the rising thermals from the fixed locations

in the water tank that are stretched in the downstream direction. As pointed out by

Sparrow et al. [87], “thermals are generated at fixed sites which are spaced more or
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less regularly along the span of the heated surface”. Therefore, what is seen in the

mean temperature fields could be the thermals deformed by the shear stress in the

near-surface region. Therefore, the significances of differentiating these wide stripes

in mean temperature fields and the streaks from the longitudinal vortices are: The

origin of stripes and streaks are different. The former is the average of actual thermal

structure in the temperature fields while the latter is the attenuated longitudinal

vortices in IR imaging. Also, the former one, being part of the thermal temperature

field, should be considered in statistical computations, but the latter one is not a

surface phenomenon, which needs to be avoided or removed by image processing

algorithm before the statistical computations.
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Chapter 6

Conclusions

The air/water interfacial temperature fields for a surfactant-covered surface

condition and a clean surface condition were experimentally investigated under mixed

convection conditions, which are common to small inland lakes, reservoirs and cooling

ponds. The temperature statistics and interfacial heat flux were computed to study

the relationship between them. The RMS was found to increase linearly with heat flux

under both surfactant-covered and clean surface conditions, for wind speeds U = 0−4

m/s (1 − 4 m/s for the clean surface condition), and the RMS variation with heat

flux was essentially identical for wind speed U = 0 − 2 m/s when the surfactant

was present. The scaled RMS for clean surface was found to be higher than that

for surfactant-covered surface conditions. The cause for the difference in the RMS

results under the two surface conditions can be attributed to the elasticity imparted

to the air/water interface by the surfactant monolayer, which reduces the subsurface

turbulence, in turn reducing the surface temperature fluctuations. The temperature

field of water surfaces was found to be having less skewness when there was surfactant.

A parameterization between σ/(Tb − Ts) and (Raq, Re∗, Pr) was developed, the first

of its kind. By introducing a new dimensionless group Dp, the damping number,
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the parameterization of σ/(Tb − Ts) under both surfactant-covered and clean surface

conditions is fit by a single parameterization. The longitudinal vortices above the

air/water interface were experimentally investigated. The onset of such vortices were

found to be correlated to ReXC
and GrXC

. The instability mechanism was a combined

effect of shear and thermal instabilities.
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