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Abstract

Learning classifier systems (LCS) have been successful in generating rules for solving classification problems in data mining. The rules are of the form IF condition THEN action. The condition encodes the features of the input space and the action encodes the class label. What is lacking in those systems is the ability to express each feature using a function that is appropriate for that feature. The genetic algorithm is capable of doing this but cannot because only one type of membership function is provided. Thus, the genetic algorithm learns only the shape and placement of the membership function, and in some cases, the number of partitions generated by this function. The research conducted in this study employs a learning classifier system to generate the rules for solving classification problems, but also incorporates multiple types of membership functions, allowing the genetic algorithm to choose an appropriate one for each feature of the input space and determine the number of partitions generated by each function. In addition, three membership functions were introduced. This paper describes the framework and implementation of this modified learning classifier system (M-LCS). Using the M-LCS model, classifiers were simulated for two benchmark classification problems and two additional real-world problems. The results of these four simulations indicate that the M-LCS model provides an alternative approach to designing a learning classifier system. The following contributions are made to the field of computing: 1) a framework for developing a
learning classifier system that employs multiple types of membership functions, 2) a model, M-LCS, that was developed from the framework, and 3) the addition of three membership functions that have not been used in the design of learning classifier systems.
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Chapter 1

Introduction

Data mining is a relatively new discipline that emerged in the 1980s out of a need to develop tools and methods for processing large data sets and databases. Although the field is relatively new, the building blocks of current data mining tools and techniques have been in existence much longer. Tools and techniques used in artificial intelligence, machine learning, information retrieval, database systems, regression analysis, artificial neural networks, evolutionary algorithms, and others are employed in data mining systems. Research in data mining seeks to adapt these systems to work with massive amounts of data as well as develop new ones. The field has experienced rapid growth during the past three decades and currently data mining is applied to a variety of problem domains, including bioinformatics [24, 10, 11], medical applications [6, 77, 48], and business applications [36, 27, 68]. Data mining tasks include retrieval, analysis, summarization, prediction, and classification. Of these, Peng reported that classification is the most used data mining task [63].

There are several approaches to solving classification problems. Learning classifier systems (LCS) have been successful in solving traditional classification problems and researchers have investigated their use in coping with large amounts of data for
solving classification problems in data mining. A learning classifier system is a machine learning model that maintains a population of IF-THEN rules, called classifiers, of the form IF condition THEN action. The condition of the rule may be represented in different ways, one of which is a membership function. Systems that use membership functions generally use one type of membership function for encoding all features of the input space, varying the placement and shape, but not the type. In all known classifiers to date, no one membership function has performed significantly better on all problems. It may be the case that a single type of membership function does not perform well for all features of the input space. A different approach is to allow each feature to be encoded using a membership function appropriate for that feature. The research reported in this dissertation explores the use of learning classifier systems for data mining but investigates the efficacy of employing more than one type of membership function for generating the condition component of the classifiers, and allowing the rule discovery component to choose an appropriate one for each feature of the input space. With this approach, instead of generating the same type of membership function for feature $x_i$ as in Figure 1.1, the membership functions generated for $x_i$ by the classifier developed in this research may be of different types as shown in Figure 1.2. Similarly, the condition component of the rules generated by the former will be comprised of the same function, as in Figure 1.3; whereas, those of the latter may be comprised of multiple membership functions as in Figure 1.4. Allowing a function for each feature has the potential of improving the overall performance of this modified LCS. To implement this modification, the LCS must maintain a set of membership functions from which to choose. In addition to the traditional triangular and trapezoidal functions, this research introduced three membership functions to be used in the LCS.

In learning classifier systems, a genetic algorithm is usually employed in the
rule discovery component of the classifiers. A genetic algorithm is a stochastic heuristic search algorithm based on the theory of evolution and the survival of the fittest. It maintains a population of potential solutions to the problem and employs genetic
operators to evolve an optimal solution. Although additional operators have emerged over the years, the selection, mutation, and crossover operators are a part of almost every GA in some form. The modified LCS presented in this research uses a genetic algorithm that maintains a population of real-valued, variable length chromosomes, with the following modifications:

1. The mutation and crossover operators were adapted to work with variable length chromosomes consisting of multiple types of membership functions
2. Three additional genetic operators were included
3. The inclusion of three membership functions not previously used with learning classifier systems

1.1 Dissertation Objectives

The objectives of this dissertation were as follows:

1. To develop a framework for a modified learning classifier system that incorporates multiple types of membership functions
2. To include three functions not previously used with learning classifier systems to assist in generating interpretable rules.
3. To use the framework to develop a modified LCS that exhibits a classification accuracy comparable to those reported in the literature.

The remainder of the dissertation is organized in the following manner. Chapter 2 presents background information on data mining, learning classifier systems, genetic algorithms, and search, which are all central to the framework presented in this dissertation. Chapter 3 presents the framework for a learning classifier system that employs multiple types of membership functions, including the representation of the rules, membership functions, genetic operators, learning algorithm, and classification algorithm. The utility of the framework is demonstrated by using it to simulate classifiers and applying the classifiers to two benchmark classification problems and two additional real-world problems. The results of the simulations are reported in Chapter 4. Chapter 5 concludes the dissertation by identifying the contributions of this research and future directions.
Chapter 2

Background

2.1 Introduction

Concepts from data mining, classification, learning classifier systems, genetic algorithms, and search are central to this research. Classification is an essential data mining task. A learning classifier system is just one classification model and the model of choice for this research. Central to most learning classifier systems is a genetic algorithm for generating the classifiers. This chapter provides background information for each of these.

2.2 Data Mining

Advances in data capture and storage technologies during the past three decades have made it possible to capture and store large amounts of data easily, creating a need for tools and techniques for processing the data to provide information that is understandable and useful to the data owner. One field that has emerged as a result is data mining (DM), which is the process of extracting useful information
from large data sets and databases by incorporating tools and techniques from several disciplines, including statistics [5, 65, 74], artificial intelligence (AI) [8, 18], machine learning [39, 58, 67], database technology [85, 37, 12, 51, 78], high-performance computing [14], and data visualization [35, 40]. Data mining techniques can be applied to a wide variety of data types including databases, images, spatial data, temporal data, and text, graphs, streams, Web, biological, and multi-media [63]. Research and applications in this area include methods for data analysis, descriptive modeling, knowledge discovery, retrieval, frequent pattern mining, exception detection, clustering, data visualization, prediction, and classification. In his data mining framework, Peng has identified eight categories of data mining to provide a concise description of the research activities of data mining and knowledge discovery [63]. These categories, described below, are not mutually exclusive.

1. DM tasks include basic functions of data mining and knowledge discovery such as classification, clustering, time series analysis, and exception detection.

2. Learning methods and techniques include disciplines that involve data mining and knowledge discovery or contribute to the area, such as databases, machine learning, artificial intelligence, statistics and optimization. Unsupervised learning, reinforcement learning, artificial neural networks, evolutionary computation, rough sets, fuzzy logic, inductive logic programming, decision trees, support vector machines, data warehousing, online analytical processing (OLAP), data mining query languages, indexing, regression, Bayesian analysis, principle component analysis (PCA), Markov chain Monte Carlo (MCMC), hidden Markov model and discriminant analysis are subcategories of these.

3. Mining complex data involves issues related to mining diverse data types, such as text, graph, temporal, spatial, stream, biological, and multi-media.
4. Foundations of DM involve theoretical and fundamental issues or data mining and knowledge discovery, such as data mining theories, frameworks, taxonomies, measures, privacy, security, and social impact issues.

5. DM software and systems include various aspects of data mining software and systems, such as software maintenance, software development environment, and data mining systems.

6. High-performance and distributed DM focus on designing algorithms and techniques for increasing efficiency in handling massive data sets, for example, parallel algorithms, parallel processing, and distributed data mining algorithms.

7. DM applications describe current data mining application domains and related issues, such as fraud detection, e-commerce, basket analysis, and marketing.

8. DM process and project includes steps in the knowledge discovery process and data mining project related issues, such as process models, preprocessing techniques, model and algorithm selection, post-processing techniques, and visual data mining.

In highlighting the results of his survey of data mining and knowledge discovery research, Peng reported that classification is the most used task of data mining [63].

There are several approaches to classification as outlined in Section 2.3, one being learning classifier systems. Several researchers have investigated the application of learning classifier systems to the classification task of data mining. For example, Bagnall studied the potential of the XCS [80] learning classifier system as a data mining tool by comparing its performance to several other classifier techniques [9], while Wilson investigated the use of this system in classifying oblique data [81]. Bernado applied two learning classifier systems, XCS and GALE, to several data
sets, comparing their performances to six well-known learning algorithms [52]. In all experiments, no classifier performed significantly better than XCS and GALE. In further research, Holmes investigated the use of a learning classifier system for knowledge discovery in epidemiological surveillance [34]. The research reported here also focuses on the classification task of data mining, investigating the efficacy of applying a modified learning classifier system to such problems in data mining.

2.3 The Classification Problem

Classification of objects into different classes is central to most application domains. For example, in biology, large molecules are classified according to their structure and function, such as carbohydrates, lipids or fats, proteins, and nucleic acid. In medical diagnostic systems, classification is central to associating a set of symptoms with a particular disease. In chemistry, classification of molecules is essential in determining the family of molecules that participate in a reaction [43], in business, classification is essential in assessing the credit risk of its customers. For literature mining systems such as MEDLINE, document classification is essential.

The classification problem may be viewed as a problem of finding a function (or a model) that maps a vector of measurements $x$ to a categorical variable $Y$, for the purpose of using the function or model to predict the class of data objects whose class label is unknown or has not been seen. A block diagram of the classification problem is illustrated in Figure 2.1.

The particular model or function used to generate the classifier depends on the problem to be solved. These include IF-THEN rules, decision trees, artificial neural networks, evolutionary algorithms such as genetic algorithms, learning classifier systems, or mathematical formulas. Since manual classification is seldom feasible for
complex problems, several automatic methods for deriving classification systems have been developed. These include decision tree induction, statistical classifiers such as Bayesian classification, artificial neural networks, k-nearest neighbor, genetic algorithms, rough sets, fuzzy sets, and cased-based reasoning, regression, and clustering.

If the resulting class is all that is required, without any explanation of how the class label was determined, then either of the above techniques will suffice. For situations requiring an explanation of the reasoning, learning classifier systems have been very successful because they represent the knowledge in rules that are easily interpretable by humans. This research uses learning classifier systems for learning the rules. To test the utility of the derived classifier, the classifier was applied to four problems and the results were compared to those reported in the literature, if possible. The comparison is based on the holdout classification accuracy method, although there are other criteria established for comparing classifier systems.

2.3.1 Comparing and Evaluating Different Classifier Systems

Criteria for comparing and evaluating different classifier systems include classification accuracy, speed, robustness, scalability, and interpretability [32]. Of these, accuracy is the most important and the easiest to assess. Classification accuracy is a
measure of the classifier’s ability to classify a new pattern or one that has never been seen. This is an important measure, allowing a developer to evaluate how accurately a given classifier will label new data. Common techniques for assessing classifier accuracy include the holdout method, k-fold cross-validation, and leave-one-out. The holdout method separates the data set into two independent sets, one for training and the other for testing. The training set is used during the learning phase to derive the classifier. Afterwards, the classifier is used to classify patterns in the test set. Classification accuracy is the percentage of test set samples that are correctly classified. In k-fold cross-validation, the initial data set is randomly partitioned into k mutually exclusive subsets of approximately equal size. The training and testing cycle is performed k times, each time reserving one of the subsets for the test set and using the remaining subsets to derive the classifier. Accuracy is computed as the average of the correctly classified patterns. The leave-one-out method is a special case of k-fold cross-validation with k being the number of initial samples.

For binary classification problems, those with classification as either has or does not have (0 or 1), an accuracy measure based only on the number of correct classifications may not depict how well the classifier is correctly classifying the data. For example, if only 4% of the training data are actually 1, an accuracy of 90% may not be acceptable because the classifier could be correctly labeling only the class 0 patterns. For the binary classification problems, the sensitivity and specificity measures can be used to assess the performance. Formulas for these measures are given in Equation 2.1 and Equation 2.2, respectively, where \( t_{pos} \) is the number of positive patterns that were classified as positives, \( pos \) is the number of positive (1) patterns, \( t_{neg} \) is the number of true negative (0) patterns that were correctly classified.
as 0, and \( neg \) is the number of negative patterns.

\[
sensitivity = \frac{t_{pos}}{pos} \tag{2.1}
\]

\[
sensitivity = \frac{t_{neg}}{pos} \tag{2.2}
\]

Accuracy can then be computed as indicated in Equation 2.3

\[
accuracy = sensitivity \frac{t_{pos}}{(pos + neg)} + specificity \frac{neg}{(pos + neg)} \tag{2.3}
\]

Sensitivity and specificity measures are useful when the main class of interest is in the minority.

For systems that have acceptable accuracy measures, the other measures are helpful in providing additional means of comparing them. Speed can be viewed as the cost involved in deriving and using the classifier model, with one measure being the amount of machine time it takes to derive the model. For real-world problems it is not uncommon for a system to process data sets that have missing or imprecise data values or irrelevant or meaningless data (noise). Robustness is the measure of the classifier’s ability to correctly predict the class label given imprecise, incomplete, or noisy data. Scalability is the ability of the system to derive the model and maintain an acceptable level of performance given increasingly larger data sets. This criterion can be evaluated by assessing the number of I/O operations on such data sets. Interpretability is a measure of how well the model generates understandable rules. This is a subjective criterion; however, it can be evaluated from objective data. For example, in a rule-based system, the measure can be based on the number of rules or the number of features represented in a rule. Interpretability can be measured based
on the number of hidden units for neural networks and the number of nodes for a decision tree.

### 2.4 Learning Classifier Systems

#### 2.4.1 Introduction

A learning classifier system (LCS), whose fundamental component is a set of condition-action rules called classifiers, is a machine learning model representing the current knowledge of a problem. These systems, first introduced by John Holland [34], which have been in existence for more than thirty years, were originally designed to evolve rules online to model complex adaptive systems [45]. They were widespread during the 1980s, but due to the complexity of the architecture and the online adaptation process, interest in them declined to almost non-existence by the mid 1990s. Interest in the field increased again following the work by Wilson in the design and implementation of XCS [82], which simplified the original design of Holland’s system in ways that made the system more easily duplicated.

Currently, learning classifier systems are being successfully applied to a number of machine learning and data mining classification problems. Their success can be attributed to their ability to adapt, generalize, and scale when applied to complex problems.

#### 2.4.2 Learning Rules

The most significant attribute of a learning classifier system is its ability to learn by interacting with the environment. Learning is normally accomplished by utilizing a learning algorithm. Learning algorithms can be categorized as supervised,
The first classifiers used reinforcement learning; however, supervised learning is also used in current systems. In supervised learning, each input pattern has an associated desired target class. During training, the predicted class is compared to the target class and the fitness value is based on how well the chromosome predicts the target class. Unsupervised learning, on the other hand, does not have knowledge of desired targets. It involves clustering the data into categories to discover features or regularities in the training data. In reinforcement learning, the credit assignment system receives feedback from the environment and distributes the reward among the chromosomes based on their contributions to successful behavior. This differs from supervised learning in that feedback is not in the form of the correct answer. The bucket brigade algorithm is usually employed to manage credit assignment.

2.4.3 Categories of Learning Classifier Systems

Learning classifier systems can be categorized into two types based on the level of learning determined by the form of the rule base: the Michigan model and the Pittsburgh model. In the first, a population consists of a number of condition-action rules, each encoded by a single chromosome in the population and representing a portion of the overall solution. The entire population of chromosomes, thus, constitutes the rule base and represents the overall solution to the target problem. This model was first described by John Holland in 1978 and the first LCS based on it, Cognitive System One (CS-1) devised by Holland and Reitman [23], consisted of a performance component, a reinforcement component known as the credit assignment, and a rule discovery component. The performance component, which consists of the rules, interacts directly with the environment. It specifies how to construct a map-
ping from the rule base to a class label. Since all rules in the population will not be useful nor perform at the same level, the credit assignment component is responsible for assessing the performance of each rule, with the rule discovery component being used to generate new rules to replace those less fit. This rule discovery component is usually implemented using a genetic algorithm. An illustration of a learning classifier system can be seen in Figure 2.2.

Figure 2.2: Architecture of a Michigan Model LCS

The classifier system interacts with the environment, receiving input and sending actions to be performed. The input interface (detectors) receives messages from the environment and, based on its sensations, sends messages (actions) through the output interface (effectors), thus affecting actions in the environment, such as arm movements of a robot, game moves, or buying shares. Depending on the effectiveness of the actions, the environment may reward the system. The credit assignment
component then determines the reward to assign each classifier based on its level of contribution to the solution. The basic execution of Holland’s classifier is given below:

1. Post all input messages on the message list

2. Compare each message with each rule and record all rules whose condition matches the message

3. Merge each matched message with the action part of the satisfied classifier.
   Replace the old message list with the new message list generated in this way

4. Process the message list through the output interface to produce messages that affect the environment

While the Michigan model was designed to work online, it is also capable of working offline. [75].

In the Pittsburgh style LCS, LS-1, devised by Smith [61], each chromosome encodes a complete rule base (i.e., a set of condition-action rules) instead of one rule as is the case in the Michigan model. The population consists of a number of chromosomes each encoding a rule base representing a complete solution to the target problem. Since a chromosome represents an entire rule base, individual rules do not compete during evolution, meaning a credit assignment component is not needed in this model. The GA searches for the optimal set of rules for solving the problem.

The two models are similar in the following ways:

1. Both models maintain a population or chromosomes.

2. Both consist of a rule discovery component that usually employs a genetic algorithm.
3. A performance measure is used by both to guide the GA in exploring the search space.

4. Reinforcement learning was the original learning mode for both.

The two models differ in the following ways:

1. In the Michigan model, each chromosome encodes a single rule representing a partial solution to the problem and the rule base consists of the entire population of chromosomes; whereas, in the Pittsburgh model, each chromosome encodes a complete rule base representing the complete solution to the problem.

2. In the Michigan model, evaluation consists of both the strength and fitness of a rule. The credit assignment component adjusts the strength of a rule based on the payoff received from the environment and the contribution of the rule to the solution. The Pittsburgh model, on the other hand, uses a purely GA approach to assign fitness to the rule base in terms of the number of patterns it correctly classifies. Consequently, it does not need a credit assignment component for distributing credit to individual rules.

3. The Michigan model uses fixed length chromosomes to represent the classifiers; whereas, the Pittsburgh model uses variable-length chromosomes and applies modified genetic operators for coping with these chromosomes.

4. The Michigan model was designed to work online; whereas, the Pittsburgh model was designed to work offline.

The two rule base configurations are illustrated in Figure 2.3.

Each model has advantages and disadvantages. It is easier to design the rules in the Michigan model since a single chromosome encodes a single rule. In addition, learning is faster and recombination simpler because the recombination operator operates
on shorter chromosomes and the population requires less memory storage than in the Pittsburgh model. One disadvantage is the conflict between maintaining a population of rules that cooperate to solve the problem and, at the same time, compete to participate in the next generation. Having the entire population represent the complete rule base also causes the rule base to contain a larger number of rules.

Although the design of a chromosome is more difficult in the Pittsburgh approach, its implementation is simpler than that of the Michigan model. Since a single chromosome represents a complete rule base, it is easier to generate a complete set of rules using this model. However, this model requires more memory storage for the population since each chromosome of the population encodes an entire rule base. For the same reason, the Pittsburgh model is more computationally intensive.

In both models, the genetic algorithm is usually employed in the implementation of the rule discovery component of the system. Although the genetic operators are similar in both models, there may be differences in the characteristics of the rules selected for the next generation. Since the selection operator chooses a chromosome based on its fitness, individuals with high values have a higher probability of participating in the next generation. When the entire rule base is represented by a single chromosome, as in the Pittsburgh model, selection is based on the overall fitness of
the entire rule base, not on an individual rule. As a result, individual rules with high fitness values might be replaced and not participate in the next generation if the overall fitness of the rule base is relatively low. This is not the case with the Michigan model. With the Michigan approach, every rule competes for selection, meaning if an individual rule has a high fitness value, then it is likely to participate unchanged in the next generation.

2.5 Genetic Algorithms and Biological Evolution

The origin of GAs dates back to 1975 with the work of John Holland [33], a professor of psychology and computer science at the University of Michigan. Holland devised a genetic code of binary digits that could be used to represent any type of computer program, using 1 to represent true and 0 false. Holland showed that, given a long enough string, it is possible to represent any object by the right combination of binary digits. This approach, called a genetic algorithm (GA), is a computational model that is conceptually based on Darwin’s theory of evolution, which is based on the concept that the genetic information on human chromosomes is passed from one generation to the next. As these traits change, or evolve, over time, the individuals expressing these variants exhibit a greater chance of surviving and reproducing, supporting the principle of survival of the fittest [21].

GAs refer to a class of stochastic search techniques that emulate the mechanics of natural evolution [13]. This type of algorithm is comprised of a population of potential solutions and a corresponding set of genetic operators that guide the search through it to identify a string representing a suitable solution to the problem. The components of a GA include

1. A suitable representation
2. A method for creating an initial population of solutions

3. A function that assigns a fitness measure to each solution in the population

4. Genetic operators that are applied to the population of solutions in a probabilistic manner

The overall procedure of a basic genetic algorithm is as follows: An initial population of potential problem solutions is randomly generated and subsequently evaluated for fitness. Then, the selection operator is applied to create an intermediate population. Next, the genetic operators are applied to this population to create a population of new and possibly more fit solutions consisting of chromosomes that have survived the fitness test and offspring produced from applying the genetic operators. The process of moving from the current population to the next population constitutes one generation in the execution of the GA. As solutions alter and combine, the worst solutions are discarded, and the ones that have higher fitness survive to participate in the next generation to produce solutions that have even higher fitness values. As a result, the new generation usually contains strings superior to those from the previous generation. A flowchart of this procedure is illustrated in Figure 2.4.

GAs have been successfully applied to a variety of problem domains, including problems in optimization, product design, and monitoring industrial systems. Commercial applications of GAs continue to emerge.

To use a GA, the developer makes a number of crucial architectural decisions to determine the encoding scheme, the fitness function, and the genetic operators, including the probabilities associated with each. The GA devised by Holland, referred to as the canonical GA, uses fixed length chromosomes, binary encoding, and a fixed set of genetic operators. Variations of the canonical GA use variable length chromosomes, different encodings, and additional genetic operators.
Figure 2.4: Genetic Algorithm
2.5.1 Encoding Techniques

In natural genetics, every organism has a set of rules describing how that organism is generated from the tiny building blocks of life. These rules are encoded in the genes of the organism. The genes are in turn connected into long strings called chromosomes, with each gene representing a specific trait of the organism such as height or eye color. Similarly, in a GA, the potential solution to a problem is encoded in a chromosome-like structure, with each gene representing a feature of the input. The encoding of the solutions depends on the problem to be solved. For example, for an optimization problem, the chromosome can be used to encode the values for the parameters being optimized, while in a classification problem, it can be used to represent either a single rule or an entire rule base. Choosing a suitable representation of a solution to the problem is critical to the success and performance of the GA [2].

Methods typically used for this encoding are bit string, value, and a permutation. In bit string encoding, each chromosome is represented by a binary string of a fixed length as illustrated in Figure 2.5.

\[
\begin{align*}
v & : 10111000111000111000111 \\
w & : 10000011110000111111101
\end{align*}
\]

Figure 2.5: Example of a chromosome with binary encoding

This encoding scheme works well if the solutions do not involve integer, real-valued data, or character data. If a binary string is used to represent integer data or real-valued data, each value must first be encoded with the chromosome consisting of a binary string for each value and decoding is necessary to evaluate the string. Michalewicz [54] gives one example of this scheme. Given a variable \( x \) whose domain has length 3 and precision requirement of six places after the decimal point, the range \([-1..2] \) should be divided into at least \( 3 \times 1000000 \) equal size ranges. A chromosome
length of 22 bits is required for the encoding, since

The following procedure was used to decode the binary string to obtain its equivalent real number:

1. Convert the binary string from base 2 to base 10

2. Use the following Equation 2.4 to find the corresponding real number \( x \):

\[
x = -1.0 + x' \frac{3}{2^{22}} - 1
\]

\( j \) where \(-1.0\) is the left boundary of the domain and \(3\) is the length of the domain. For example, the chromosome

100101110110101000111

represents the number 0.637197, since

\( x' = (100101110110101000111)_2 = 2288967 \)

and

\[
x = -1.0 + 2288967 \frac{3}{4194303} = 0.637197
\]

With this representation, the length of the chromosome is directly proportional to the number of features that must be encoded, meaning a bit string representation can become long for a problem involving several features. To address this issue, researchers have used value-encoded chromosomes to represent the data along with specialized genetic operators to manipulate the chromosomes [23, 54]. In value encoding, a chromosome is represented as a fixed-length string of values. The values used depend on the type of data, for examples, integer, real, or character. In a permutation encoding, each chromosome is a string of numbers representing the numbers in a sequence. This type of encoding is suitable for problems that involve ordering things,
such as ordering the cities to be visited as in the traveling salesman problem or ordering tasks to be performed. Examples of value and permutation encodings are illustrated in Table 2.1. In the permutation example, if the values represent tasks to be performed, then Task 3 should be done first, followed by Task 5, then Task 1, etc.

Table 2.1: Examples of alternate encoding schemes

<table>
<thead>
<tr>
<th></th>
<th>integer:</th>
<th>3</th>
<th>1</th>
<th>3</th>
<th>6</th>
<th>5</th>
<th>2</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>real:</td>
<td>7.4</td>
<td>0.3</td>
<td>2.1</td>
<td>2.5</td>
<td>0.1</td>
<td>4.1</td>
<td>8.3</td>
<td></td>
</tr>
<tr>
<td>character:</td>
<td>A</td>
<td>B</td>
<td>C</td>
<td>D</td>
<td>A</td>
<td>B</td>
<td>C</td>
<td></td>
</tr>
<tr>
<td>permutation:</td>
<td>3</td>
<td>5</td>
<td>1</td>
<td>4</td>
<td>6</td>
<td>7</td>
<td>2</td>
<td></td>
</tr>
</tbody>
</table>

No matter which encoding is chosen, there must be an evaluation function to evaluate the chromosome and assign it a fitness value.

### 2.5.2 Fitness Function

One of the most difficult and critical tasks in developing a GA-based solution is the design of the fitness function. This function determines both the success of the GA and the speed at which it converges. A GA operates on a population of potential solutions to a problem, not the problem itself, relying on the fitness of the chromosome to determine how close it is to the solution. Chromosomes with superior characteristics should be assigned a higher fitness value than those that are less fit; otherwise, the GA will take longer to evolve a solution that performs well. The choice depends on the problem to be solved. For a function approximation problem, the fitness function may be the evaluation of the function at the given values. For a classification problem, it may be necessary to develop a simulation
and evaluate a chromosome based on its outcome. Similarly, for a model design, fitness may involve developing a simulation of the model. For learning classifier systems applying reinforcement learning, fitness is usually based on the strength of the rule; however, accuracy-based fitness is used with more recent systems employing supervised learning.

2.5.3 Genetic Operators

Genetic operators, in concert with the fitness measure, improve the population of solutions from one generation to the next. They are applied to the chromosomes in a probabilistic manner. The three genetic operators of the canonical GA, selection, crossover, and mutation, are a part of almost every GA in some form. The inversion operator is also used with position independent encoding.

2.5.3.1 Selection

Selection in a GA operates in a manner similar to Darwin’s natural selection. Darwin recognized that an advantageous trait first appearing in only one or a few individuals of a population gives them and their descendants superiority over others in the population. This process of selecting an advantageous trait and transmitting it to a larger proportion of individuals in the population in each successive generation is referred to as natural selection. Ultimately, many generations of natural selection produce a population of members all expressing this trait. At the same time, variant forms of other traits arise in each generation, and natural selection will, for each, determine which survives over time. In a GA, the fitness function assigns a fitness value to each chromosome. The selection operator works in conjunction with the fitness value to choose chromosomes for the next generation by making copies of the
more successful ones and deleting the less successful, ensuring better chromosomes
in the next generation. However, this selection operator must be chosen with care.
Although the selection operator should be biased toward the better individuals in the
population, it should also choose those that do not have high fitness values but rather
those having genetic material that will help the population to improve; otherwise, the
population will rapidly converge to one individual, a result that is not desirable.

Selection schemes include truncation, fitness-proportionate, linear ranking,
tournament, sigma scaling, and steady state selection. Truncation selection is the
simplest form. With this method, individuals are sorted according to their fitness,
from highest to lowest and the top n% are selected as parents for the next generation.
These individuals are duplicated to maintain the population size. For example, given
a population size of 200, truncation might select 25% of these as parents and then
create four copies of each to maintain a population of 200 individuals. Although this
scheme is easy to implement, it can result in premature convergence since less fit
individuals are not given an opportunity to evolve into ones more fit. To overcome
this, fitness-based approaches give every individual a chance to participate in the next
generation with fitter individuals more likely to be chosen than weaker ones. Fitness-
proportionate selection chooses individuals to participate in the next generation based
on the ratio of their individual fitness values to the average fitness of the population.
The roulette wheel algorithm [23], described in Table 2.2, is most commonly used
to implement fitness-proportionate selection; however, stochastic universal sampling
is another. For example, given the chromosomes and corresponding fitness values in
Table 2.3, the algorithm will choose chromosome 5 if the random fitness value is 3.0.
Linear ranking selection sorts individuals according to their fitness values, choosing
them based on their rank. The rank of the least fit is zero while the rank of the most fit
is \( N - 1 \), where \( N \) is the size of the population. Unlike fitness-proportionate selection,
Table 2.2: Roulette wheel algorithm

1. Compute the sum $S$ of the fitness values of all members of the population,
2. Generate a random number $r$ from the interval $(0,S)$
3. initialize partial sum $s$ to zero
4. While $r$ is greater than $s$
   4.1. Add the fitness of this chromosome to $s$
   4.2. If $r$ is less than $s$, return this chromosome.

Table 2.3: Examples of roulette wheel algorithm

<table>
<thead>
<tr>
<th>Chromosome:</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fitness:</td>
<td>0.75</td>
<td>0.32</td>
<td>0.8</td>
<td>0.55</td>
<td>0.7</td>
<td>0.92</td>
<td>0.36</td>
</tr>
<tr>
<td>Partial Sum:</td>
<td>0.75</td>
<td>1.07</td>
<td>1.87</td>
<td>2.42</td>
<td>3.12</td>
<td>4.04</td>
<td>4.4</td>
</tr>
</tbody>
</table>

no individual generates an excessive number of offspring in the next generation, thus overcoming the problem of stagnation or premature convergence.

Tournament selection chooses a number of individuals randomly from a population and selects the best from this group for further genetic processing, repeating this process as often as desired. For selection, an individual must win a competition, or a tournament, with a randomly selected set of individuals in the population. In a $k$-ary tournament, the best of $k$ strings is selected for the next generation. One advantage of this scheme is the potential for massive parallelism. An example of tournament selection is illustrated in Figure 2.6. Steady state selection chooses an individual according to linear ranking, then chooses the currently worst individual for replacement.

Although selection can increase the number of superior individuals in the population, in *The Origin of Species* Darwin cautioned that it is not the exclusive means of genetic modification [21]. Selection alone cannot create improved offspring. To
achieve that, variation operators are required, the two common ones being crossover and mutation.

### 2.5.3.2 Crossover

In natural genetics when two parents mate, the resulting offspring receive half its genes from one parent and half from the other. Before mating, the exchange of chromosomal material occurs between each identical pair of parental chromosomes by breakage and reunion during the production of mating cells. This process, referred to as crossing over, is the basis of genetic recombination. In a similar manner, the crossover operator in a genetic algorithm forms two new chromosomes by combining select parts of two parent chromosomes and then exchanging these parts beyond this point. While crossover conserves the genetic information present in the chromosomes crossed, it creates chromosomes superior to the two originals. The different types of crossover operators include one-point, two-point, uniform, and average crossover.

In one-point crossover, the chromosomes are randomly selected in pairs. Given two chromosomes in generation $t$:

$$v^t = (v_1, v_2, \ldots, v_N)$$

$$w^t = (w_1, w_2, \ldots, w_N)$$

where $N$ is the length of the chromosome and a point $k \in \{1, 2, \ldots, N\}$ generated
randomly with \( v^t \) and \( w^t \) being crossed at the \( k \)th position, the resulting offspring, produced for generation \( t + 1 \) by exchanging the genetic material of the two parents after the \( k \)-th position, are illustrated in 2.7.

\[
\begin{align*}
  v^t & \quad \overline{100110100111} \\
  w^t & \quad 1100001010100 \\
\end{align*}
\]

\[
\begin{align*}
  v^{t+1} & \quad \overline{100110110100} \\
  w^{t+1} & \quad 1100001000111 \\
\end{align*}
\]

Figure 2.7: One-point crossover

The offspring are composed of the head of one parent’s chromosome combined with the tail of the other.

The other three types function similarly. In two-point crossover, two points \( j, k \in \{1, 2, \ldots, N\}, j < k \), are randomly generated and two offspring are produced by exchanging the genetic material of the parents between \( j \) and \( k \) and leaving unchanged the parts preceding \( j \) and those following \( k \) as illustrated in 2.8.

\[
\begin{align*}
  v^t & \quad \overline{100110100111} \\
  w^t & \quad 1100001010100 \\
\end{align*}
\]

\[
\begin{align*}
  v^{t+1} & \quad \overline{1001000100111} \\
  w^{t+1} & \quad 1100110110100 \\
\end{align*}
\]

Figure 2.8: Two-point crossover

Uniform crossover, on the other hand, randomly chooses each bit position of the two parent chromosomes and exchanges the two bits if applicable. The last type, an arithmetic crossover, is generally used with real-valued chromosomes [70],
one example being whole arithmetic crossover which produces offspring by computing linear combinations of the two parents. Given two chromosomes at generation $t$:

$$v^t = (v_1, v_2, \ldots, v_N) \text{ and } w^t = (w_1, w_2, \ldots, w_N)$$

the resulting offspring at generation $t+1$ are

$$v^{t+1} = r \ast v^t + (1 - r) \ast w^t \text{ and } w^{t+1} = r \ast w^t + (1 - r) \ast v^t$$

This type of arithmetic crossover is illustrated in 2.9.

![Figure 2.9: Arithmetic Crossover](image)

Although crossover is capable of producing chromosomes that are superior to others, it cannot introduce new genetic material into the population. For this, the mutation operator is necessary.

### 2.5.3.3 Mutation

Mutations serve as the foundation for the evolution of species and the survival of organisms. The balance between the continuous introduction of new advantageous mutations and the loss of deleterious ones provides a selective advantage to individuals carrying them. Just as mutations occur by chance in natural evolution to alter the genetic information, a mutation operator is used in a genetic algorithm to alter the genetic information of a gene at random. This mutation operator iterates over
the chromosome and, if applicable, changes a gene of the chromosome, thereby introducing new genetic material into the population. In the case of binary-encoded chromosomes, mutation simply changes the bit, while for value-encoded chromosomes, mutation replaces the value of the gene with a randomly generated value within the desired range. A binary-encoded chromosome with mutation applied to its third, seventh, and twelfth genes is illustrated in Figure 2.10, with the gene to be mutated and the mutated genes in bold.

\[
\begin{align*}
\hat{v}: & \quad 1001110100111 \\
& \quad \downarrow \\
\hat{v}': & \quad 101111100101
\end{align*}
\]

Figure 2.10: Mutation of third, seventh, and twelfth genes

2.5.4 Inversion

The inversion operator is another variation operator, but only suitable for a permutation encoding. It selects two random points of the chromosome and reverses the order of the genes between these points as illustrated below, with the genes to be inverted and the inverted genes in bold.

Original chromosome: 15739284
Inverted chromosome: 15293784

2.6 Search

For a number of problems, there exists a known algorithm for solving it and a computer program can be developed to implement the solution. Such algorithms are referred to as deterministic algorithms. For many real-world problems no known
algorithm exists for solving the problem. For others, an algorithm may exist, but the
time or storage required prohibits its implementation. For these problems, finding a
solution reduces to a search problem. It is necessary to search the space of possible
solutions to find one that is suitable. The type of search used depends on the problem
to be solved. Search techniques can be categorized as blind random, exhaustive, or
heuristic search.

A blind random search algorithm is an unsystematic search technique that
does not use any domain-specific knowledge to direct it even if knowledge is available.
Exhaustive techniques, such as breadth-first and depth-first searches, systematically
search through the search space until a solution is found. Although they do not use
domain-specific knowledge about the problem to guide the search, they are guaranteed
to find a solution if one exists. For small problems, using either blind random search
or exhaustive search techniques may be quite feasible; however, these techniques are
rarely feasible for non-trivial problems. To address these issues, heuristic search
techniques were developed.

Heuristic search seeks to reduce the search space by using information about
the problem domain. In their early development heuristic search methods were ap-
plied to a single domain and domain-specific knowledge was closely intertwined with
techniques for using this method. Heuristics were not easily accessible for study nor
adaptation to new problems. Because of the tight coupling of the search technique
with the domain-specific knowledge, it was likely that similar heuristic techniques had
to be repeatedly developed for different applications. Beginning in the mid 1960s, re-
searchers began developing generalized heuristic search algorithms whose properties
could be studied independently of the particular programs that might use them, thus
making it possible to apply the heuristic algorithm to a wide variety of problems. The
genetic algorithm is one such heuristic search technique; others include hill climbing
and simulated annealing. The latter two will not be included in this research.
A Modified Learning Classifier System

3.1 A Framework for M-LCS

Chapter 2 presented two types of learning classifier systems: the Pittsburgh model and the Michigan model. This research uses the Pittsburgh model because its implementation is simpler and it is easier to generate a complete set of rules using it since a single chromosome encodes a complete rule base.

A learning classifier system based on the Pittsburgh model is an algebra characterized by a search space $S$, a heuristic function $F$, and a membership function $M$. In a classical GA approach, the heuristic function consists of selection, crossover, and mutation operators. The M-LCS extends this algebra by using a set of five types of membership functions $M'$ instead of one. The heuristic function $F'$ consists of three additional genetic operators – a creep operator, an insert operator and a delete operator. In developing a framework for the M-LCS, the following seven aspects of the model need to be addressed:
1. A set of membership functions for deriving the rules

2. Representation of the membership function

3. Representation of a single rule

4. Representation of a rule base

5. A set of genetic operators

6. Constraint satisfaction

7. An evaluation function.

### 3.1.1 A set of membership functions for deriving the rules

Chapter 2 presented several approaches for representing the rules in a rule base, one being membership functions. This research uses membership functions for the following reasons: 1) they do not require crisp clearly defined boundaries, calculating instead a degree of membership of a feature in the interval [0, 1], and 2) they make it possible to express rules in a form easily interpreted by humans. Selecting an appropriate one can be challenging because of the number available: triangular \([20, 28, 29]\), trapezoidal \([42, 29]\), ellipsoidal \([3, 84]\), Gaussian \([30, 15]\), and sigmoidal functions \([76, 25]\), to name a few. Current classifier systems employing membership functions use a single type to derive the rules; however, since no membership function performs best for all domains \([83, 66]\), the performance of the resulting classifier system is limited by the performance of the one chosen. To address this limitation, the research reported here examines the efficacy of employing multiple types of membership functions to derive the classifiers, with the GA choosing an appropriate one from the available set for each feature, producing rules that may consist of two or more
membership functions. In addition, the M-LCS also employs membership functions that have not been used in previous classification problems in an attempt to generate rules that are easily expressed. Although the system is capable of using any number of membership functions in its set, this research focuses on the use of five: triangular (Equation 3.1), trapezoidal (Equation 3.2), two ramp functions (the $\gamma$ function and the $L$-function) [64]. described in Equation 3.4 and Equation 3.5, and a fuzzy membership function [45] described in Equation 3.3.

The triangular and the trapezoidal functions were chosen because of their widespread use in deriving classification rules, having been employed in the design of fuzzy logic controllers [71, 16] as well as with evolutionary algorithms in the design of classification systems [42, 29]. The ramp functions have simple forms and work well for representing situations in which a condition is true up to or past a certain value. For example, in a classification problem involving age and weight, age greater than 50 and weight less than 160 can be easily represented using a ramp function. Since the fuzzy membership has been successfully applied to fuzzy classification problems involving controllers, this research investigates the efficacy of using this membership function in conjunction with a genetic algorithm. While all of these functions have been previously used in the design of fuzzy logic classification systems, there is no known use of the last three with evolutionary algorithms. The graphical representations of the functions are given in Figures 3.1 - 3.5.

$$f(x; \alpha, \beta) = \begin{cases} 
0 & x < \alpha \\
\frac{2(x-\alpha)}{\beta-\alpha} & \alpha \leq x < \frac{\alpha+\beta}{2} \\
\frac{2(x-\beta)}{\alpha-\beta} & \frac{\alpha+\beta}{2} \leq x \leq \beta \\
0 & x > \beta
\end{cases} \quad (3.1)$$

36
Figure 3.1: Illustration of triangular function for Equation 3.1

\[
f(x; \alpha, \beta) = \begin{cases} 
\frac{4(x-\alpha)}{\beta-\alpha} & \alpha \leq x < \frac{3\alpha+\beta}{4} \\
1 & \frac{(3\alpha+\beta)}{4} \leq x < \frac{3\beta+\alpha}{4} \\
\frac{4(x-\beta)}{\alpha-\beta} & \frac{3\alpha+\beta}{4} \leq x \leq \beta \\
0 & \text{otherwise}
\end{cases}
\] (3.2)

Figure 3.2: Illustration of trapezoidal function for Equation 3.2

\[
f(x; \alpha, \beta) = \frac{1}{1 + (\frac{\alpha-x}{\beta})^2}
\] (3.3)
Figure 3.3: Illustration of Equation 3.3 for $\alpha = 20$ and $\beta = 3.0$

$$f(x; \alpha, \beta) = \begin{cases} 
0 & x \leq \alpha \\
\frac{x-\alpha}{\beta-\alpha} & \alpha < x < \beta \\
1 & x \geq \beta 
\end{cases} \quad (3.4)$$

Figure 3.4: Illustration of $\gamma$-function for Equation 3.4 for $\alpha = 20$ and $\beta = 23$

$$f(x; \alpha, \beta) = \begin{cases} 
1 & x \leq \alpha \\
\frac{x-\beta}{\alpha-\beta} & \alpha < x < \beta \\
0 & x \geq \beta 
\end{cases} \quad (3.5)$$

In this research, the GA determines the placement of each membership func-
Figure 3.5: Illustration of $L$-function for Equation 3.5 for $\alpha = 20$ and $\beta = 23$

tion by learning the values of the associated $\alpha$’s and the $\beta$’s. Incorporating multiple functions adds to the complexity of the representation. To address this issue, this research assigns a numeric code to each membership function in the set and then simplifies the application of the genetic operators by using a consistent representation for each. This representation of a membership function and its parameters is given by a 3-tuple $< fn\_code, \alpha, \beta >$, where $fn\_code$ is the predefined code for the function and $\alpha$ and $\beta$ are its parameters. The triangular and trapezoidal functions are restricted to isosceles triangles and trapezoids to conform to this 3-tuple notation. In the representation scheme used in this research, a 3-tuple constitutes a single gene of the chromosome.

3.1.2 Representation of a Single Rule

A classification rule consists of two components, the condition and the associated action, taking the form IF condition THEN action. The condition component of the rule can be represented using strings over the alphabet $\{0, 1, \#\}$ [80, 56], disjunctions of intervals [47, 60], symbolic expressions [44, 46, 55], first-order logic expressions [49, 53], or membership functions [20, 29]. The action component can be represented
by continuous functions [82, 17], membership functions [41], or a set of labels [7, 79].

This research uses membership functions to represent the condition and a set of labels to represent the action. A single rule encodes a membership function for each feature of the input space, using the 3-tuple notation described above, followed by a discrete value for the action. In the M-LCS, the action is a value representing the class associated with the patterns that satisfy the condition. Given $N$ input patterns, $m$ input features, and $K$ predefined classes, the $i$th rule is represented by a fixed length array of real values as illustrated in Figure 3.6:

$$
\begin{array}{cccccccccccc}
\mu_1 & a_1 & \beta_1 & \mu_2 & a_2 & \beta_2 & \mu_3 & a_3 & \beta_3 & \cdots & \mu_m & a_m & \beta_m & c_i
\end{array}
$$

Figure 3.6: Rule i

If $\mu_{ij}$ represents the membership function for feature $j$ of rule $i$, then the rule can be interpreted as

$$
\text{IF } \mu_{i1} \text{ and } \mu_{i2} \text{ and } \cdots \text{ and } \mu_{im} \text{ THEN } c_i
$$

For example, in a garment sizing system, the input may consist of height, weight, and chest size, and the output the size of the garment. For a 3-tuple representation of height as $0.0 \quad 60.0 \quad 5.0 \quad 1.0 \quad 110.0 \quad 140.0$, for weight, and $1.0 \quad 32.0 \quad 36.0$, for age and a garment size of 34, the rule is represented in Figure 3.7.

$$
\begin{array}{cccccccccc}
0.0 & 60.0 & 5.0 & 1.0 & 110.0 & 140.0 & 1.0 & 32.0 & 36.0 & 34
\end{array}
$$

Figure 3.7: Rule i

Each 3-tuple is a gene and each rule represents a small part of the overall solution to the problem, with the complete solution consisting of one or more rules called a rule base.
3.1.3 Representation of the Rule Base

The number of rules in a rule base is problem dependent, either specified by the developer or learned by the system. Requiring the developer to specify the number of rules is a concern since not all problems require the same number of rules. If the developer overestimates the number needed, the system may not generalize well. Too few rules may cause the system to fail to learn the necessary ones. The M-LCS addresses this problem by adopting the Pittsburgh model to represent a rule base and allowing the length of the chromosome to vary based on the number of rules in it. Figure 3.8 illustrates a rule base consisting of three rules and Figure 3.9 and one consisting of five. The GA then learns the appropriate number of rules for solving the problem.

![Figure 3.8: Chromosomes consisting of 3 rules](image)

3.1.4 Genetic Operators

Given a rule base consisting of chromosomes of variable lengths, the next issues to be resolved involve 1) the choice of operators that generate meaningful offspring and 2) the manner in which the operators are applied during reproduction. For this study, the classical crossover and mutation operators were modified and additional operators...
used by Davis [23] were added to accommodate a rule base comprised of multiple types of membership functions, variable-length chromosomes, and real-valued genes. Specifically, the M-LCS uses a selection operator, a no operation (NOP) operator, and five variation operators: one point crossover, mutation, creep [23], insert [23], and delete [23].

### 3.1.4.1 Selection Operator

The selection operator works in conjunction with the fitness function to select an intermediate population of chromosomes to participate in reproduction. The M-LCS uses fitness proportionate selection, implemented using the roulette wheel selection algorithm [23] described in Chapter 2. The intermediate population is selected, operators applied to it and the resulting chromosomes are placed in the next generation. Using this technique, it is possible that the best chromosome will not sur-

![Figure 3.9: Chromosomes consisting of 5 rules](image)

<table>
<thead>
<tr>
<th>0</th>
<th>2.25</th>
<th>12.0</th>
<th>2</th>
<th>20.6</th>
<th>67.4</th>
<th>1</th>
<th>24.4</th>
<th>28.4</th>
<th>0</th>
<th>53.5</th>
<th>10.0</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>6.34</td>
<td>18.3</td>
<td>2</td>
<td>49.7</td>
<td>49.8</td>
<td>1</td>
<td>20.8</td>
<td>21.4</td>
<td>1</td>
<td>46.9</td>
<td>52.9</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>17.5</td>
<td>17.6</td>
<td>1</td>
<td>45.7</td>
<td>45.2</td>
<td>1</td>
<td>20.8</td>
<td>23.4</td>
<td>4</td>
<td>51.9</td>
<td>73.2</td>
<td>3</td>
</tr>
<tr>
<td>1</td>
<td>17.6</td>
<td>17.8</td>
<td>1</td>
<td>45.7</td>
<td>45.2</td>
<td>1</td>
<td>20.7</td>
<td>23.4</td>
<td>4</td>
<td>51.8</td>
<td>73.2</td>
<td>3</td>
</tr>
<tr>
<td>0</td>
<td>3.3</td>
<td>12.0</td>
<td>4</td>
<td>22.8</td>
<td>66.3</td>
<td>4</td>
<td>27.9</td>
<td>34.7</td>
<td>0</td>
<td>67.5</td>
<td>10.2</td>
<td>2</td>
</tr>
</tbody>
</table>
vive to participate in the next generation. To guarantee having the best chromosome in the next generation, the elitist method, which first copies the best chromosome to the next generation, is used. With this technique the best chromosome is always preserved in the population.

### 3.1.4.2 NOP Operator

It is desirable to have some chromosomes participate in the next generation without any modifications. The NOP operator is designed for this purpose. NOP does not perform an operation on the chromosome, thus allowing it to be included in the next generation unchanged.

### 3.1.4.3 Crossover Operator

The M-LCS uses one-point crossover modified to work with variable-length rules containing multiple types of membership functions and real-valued genes. For this operator, the chromosomes are randomly selected in pairs \((v^t, w^t)\). Given two randomly selected chromosomes in generation \(t\), \(v\) of length \(M\) and \(w\) of length \(N\):

\[
v^t = (v_1, v_2, \ldots, v_M) \quad \text{and} \quad w^t = (w_1, w_2, \ldots, w_N),
\]

with \(v\) and \(w\) being crossed at the \(j^{th}\) and \(k^{th}\) positions, respectively. The resulting offspring are

\[
v^{t+1} = (v_1, \ldots, v_j, w_{k+1}, \ldots, w_N) \quad \text{and} \quad w^{t+1} = (w_1, \ldots, w_k, v_j + 1, \ldots, v_M)
\]

where \(j \in \{1, 2, \ldots, M\}\) is the position of an element in chromosome \(v\), and \(k \in \{1, 2, \ldots, N\}\) is the position of an element in chromosome \(w\).

Crossovers may occur either at a gene boundary or at a rule boundary. If the former, they must occur at a feature boundary within points matching on the same feature. This restriction is imposed since the parameters of multiple-membership
functions have different meanings. Thus, restricting the crossover points to a feature boundary helps to maintain legitimate rules.

3.1.4.4 Mutation Operator

The mutation operator used in the M-LCS, which is similar to the one used in other systems, produces a rule that is the same as the parent in all locations except for one or more randomly selected parameters of the membership functions. The selected parameters are replaced by randomly generated values in the allowable range for the feature. Given a randomly selected chromosome,

\[ v^t = (v_1, v_2, \ldots, v_i, v_{i+1}, \ldots, v_j, v_{j+1}, \ldots, v_k, v_{k+1}, \ldots, v_M) \]

mutated at the \( i^{th} \), \( j^{th} \) and \( k^{th} \) positions, respectively, the resulting offspring is

\[ v^t = (v_1, v_2, \ldots, v'_i, v_{i+1}, \ldots, v'_j, v_{j+1}, \ldots, v'_k, v_{k+1}, \ldots, v_M) \]

where \( v'_i, v'_j, \) and \( v'_j \) represent the new values. Only the parameters of the membership functions may be modified; the mutation operator does not modify the function codes.

3.1.4.5 Insert and Delete Operators

The main goal of the insert and delete operators is to assist in maintaining variable-length chromosomes. They are included because of their success in other systems employing variable-length chromosomes [23]. The insert operator introduces new genetic material into the population. It generates a new rule and inserts it in the rule base, thus increasing the size of the rule base. The deletion operator deletes a randomly chosen rule, thus decreasing the number of rules in the rule base by one.
3.1.5 Constraint Satisfaction

During evolution, the mutation, insert, and creep operations may produce illegal offspring. In this research, it is desirable to omit illegal offspring in order to avoid generating meaningless rules. Past research offers four solutions to this problem. One is to introduce a penalty term that adjusts the fitness functions if a constraint is violated. Using this approach, the genetic algorithm may have to spend time evaluating illegal individuals. A second solution is to use decoders to avoid building an illegal individual, while the third repairs the chromosome in such a way that the chromosome fulfills all the constraints and constraint-preserving operators. The M-LCS investigated here uses the fourth approach, constraint-preserving operators, to avoid producing illegal chromosomes. To implement this solution, a procedure used by Setnes [69] was adapted for this study. The search constraints are coded in two vectors, $v^{\text{max}} = [v_1^{\text{max}}, v_2^{\text{max}}, \ldots, v_N^{\text{max}}]$ and $v^{\text{min}} = [v_1^{\text{min}}, v_2^{\text{min}}, \ldots, v_N^{\text{min}}]$, representing the upper and lower bounds of each condition and each action. If the mutation, creep, or insert operators generate a value violating either of the bounds for $v_k$, it is replaced by

$$\max(v_k^{\text{min}}, \min(v_k, v_k^{\text{max}}))$$

where $v^{\text{max}}$ represents the upper bounds and $v^{\text{min}}$ the lower bounds.

Unlike the classical GA, which can apply both crossover and mutation to the same individual during reproduction, the M-LCS uses an operator-based procedure [23] for applying operators. With this procedure, each reproduction event applies exactly one genetic operator based on some probability. Empirically, the following probabilities were found to work well: 0.02 for NOP, 0.65 for crossover, 0.1 for mutation, 0.05 for creep, 0.1 for delete and 0.08 for insert.
3.1.6 Fitness Function

This research uses accuracy-based fitness as described in Chapter 2. The fitness function used in this research was empirically determined. There are no restrictions placed on the size of a rule base. To discourage the generation of excessive rules, fitness is based on the accuracy of the rule base and the number of rules.

Accuracy, the percentage of correctly classified patterns, is computed using Eq. 3.6.

\[
accuracy = \frac{1}{p} \ast n
\]  

(3.6)

where \( n \) is the number of correctly classified patterns. The fitness of the rule base is computed using Equation 3.7.

\[
fitness = \nu \ast accuracy + (1 - \nu) \ast \left(1 - \frac{1}{r}\right)
\]  

(3.7)

where \( \nu \) is a weight for accuracy and \( r \) is the number of rules in the rule base. In this research, the value for \( \nu \) is 0.98.

3.1.7 Learning Algorithm

A supervised learning algorithm is used during the training mode to generate a solution to the problem. Consider a system with \( n \) inputs (conditions) and \( q \) outputs (actions). Given a training set \( S \) of \( p \) input-output patterns,

\[
S = \{(x_1, y_1), \ldots, (x_p, y_p)\}
\]

where \( x \in \mathbb{R}^n \) and \( y \in \{1, 2, \ldots, q\} \). For this case, the algorithm consists of the following steps:
1. Generating an initial population of rule bases of variable sizes using the constraints for each condition and each action, then randomly generating the associated parameter values.

2. Evaluating the population by

(a) Processing $S$ to compute the membership degree for each rule in the rule base. For the $i$th rule $R_i$, expressed as If $x_1$ is $A_1$, $x_2$ is $A_2$, ..., $x_n$ is $A_n$, then $y_1$ is $C_1$, $y_2$ is $C_2$, ..., $y_q$ is $C_q$, the degree of the rule, denoted by $D(R_i)$, is defined as follows

$$D(R_i) = \frac{1}{n} \sum_{k=1}^{n} m_{A_{ik}}(x_k)$$ \hspace{1cm} (3.8)

for all patterns $(x, y)$, where $m_{A_{ij}}(x_j)$ represents the membership function value for the $j$th feature of pattern $x$ and $n$ is the number of features.

(b) Removing the duplicate rules from the rule base.

(c) Removing the rule with the lowest degree if two rules are inconsistent.

(d) Processing $S$ to compute the fitness of each chromosome (rule base) by

i. Selecting the next input pattern $(x, y)$ from the training set.

ii. Computing the degree of the rule using Equation 3.8.

iii. Choosing the rule with the highest degree of data fitness, assigning this degree to $f_d$, and choosing the action of this rule as the output class.

iv. Calculating the error for this output: $\sqrt{(out_{actual} - out_{calculated})^2}$.

v. Determining if the error is within a specified range to ascertain if the pattern is correctly classified and adding one to the sum of correct output if it is, $s_{output} = s_{output} + 1$. 
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vi. Returning to (a) for the next pattern

(e) Calculating the output fitness using Equation 3.9

\[
fitness_{output} = \frac{1}{p}s_{out}
\]  

(f) Computing the fitness using Equation 3.7 in section 3.1.6

Once the classifier has been trained, it is used in classification mode to classify unseen patterns.

3.1.8 Classification Algorithm

Let \( S \) represent the rule base generated by the learning algorithm. The following procedure is used to classify a pattern by:

1. Computing the membership degree of each rule \( R_i \) in the rule base using Equation 3.8

2. Choosing the rule with the maximum degree. The output class is the action of this rule

This mode computes the accuracy of the classifier in classifying patterns. During the development phase, the classification algorithm is used to compute accuracy for both the training and test sets.
Chapter 4

Applications of M-LCS

4.1 Introduction

To evaluate the performance of the M-LCS developed here, the framework was used to design learning classifier systems for the Fisher iris classification problem, the Pima Indians diabetes forecasting problem, the military garment sizing problem, and the alcohol classification problem. Although there are several available problems from which to choose, these were used because they represent different levels of difficulty and data set sizes. In addition, all except the alcohol problem have published results for comparison. As a first step the framework developed here was used to design classifier systems that employed only one membership function as well as an M-LCS. The results of these classifiers were compared to those reported in the literature. In addition, the results of the one-membership function classifiers were used to evaluate the relative performance of the M-LCS. The following general procedure was used for each classifier:

1. Starting with a population of randomly-initialized chromosomes, the classifier was trained until a desired fitness value was obtained or a maximum number of
generations was reached, whichever came first.

2. The trained classifier was then used in classification mode on both the training and the test sets.

3. Steps 1 - 2 were repeated ten times.

4. The average performance of the ten iterations of the training set and the average of the test set were computed.

This chapter presents the results obtained from these experiments.

4.2 Application of the M-LCS to the Fisher Iris Data

The iris classification problem is a common benchmark in classification and recognition studies [2, 31, 38, 57, 70]. This data set, obtained from the UCI Machine Learning Repository, is based on the one used by R. A. Fisher in his pioneering work on linear discriminant analysis [26]. It consists of 150 data values with four input features — sepal length, sepal width, petal length, and petal width — and three classes, each referring to a type of iris plant — iris setosa, iris versicolor, or iris virginica. The problem involves classifying the patterns into one of the three classes, a simple classification problem because the setosa class is linearly separable from the other two classes while the latter classes overlap and cannot be linearly distinguished [2].

For this study, the training and the test sets were constructed using the same method as those used by Simpson [72]. Specifically, the first twenty-five patterns of each class were selected for the training set and the remaining twenty-five for the
test set, yielding seventy-five training patterns and seventy-five test patterns. To apply the M-LCS, the population size was set to 100 chromosomes, each representing a complete rule base of if-then rules, the number of rules in a rule base ranging from one to five. The maximum number of generations was 1500. Most of the classifiers were completely trained before reaching this number, and training beyond 1500 generations caused over-training of the training set and, consequently, produced lower generalization capabilities. During training, the GA learned the number of rules, and for each, it learned the membership function for each input feature, the parameters of each membership function, and the output class for the rule.

The membership functions obtained by using the best fuzzy function classifier are shown in Figure 4.1. Only three membership functions were needed for the sepal length. Although the LCS generated five membership functions for sepal width, two of them were almost identical and could be easily combined. Similarly, two of the four functions generated for petal length and petal width could be combined. These results closely match those reported by other researchers. For example, the VISIT algorithm devised by Chang et al.[19] utilized two membership functions for sepal length, three for petal length, and two for petal width.

The rule base obtained by the best fuzzy function classifier is shown in Figure 4.2. The number of rules generated by this classifier also fits within the range of rules reported by other researchers. The membership functions obtained from the M-LCS are shown in Figure 4.3.

The M-LCS generated the following membership functions: one trapezoidal, two \( \gamma \) functions, and an \( L \) function for sepal length; a trapezoidal, triangular, \( \gamma \), and \( L \) function for sepal width; a \( \gamma \), an \( L \), and two fuzzy functions for petal length; and a \( \gamma \), an \( L \), a triangular, and a fuzzy function for petal width. The GA chose each membership function in its set.
Figure 4.1: Membership sets generated by fuzzy function classifier for iris
Figure 4.2: Rule base for the fuzzy function classifier for iris
The rule base having the highest average classification rate out of ten runs is shown in Figure 4.4.

As this figure shows, the best rule base generated by the M-LCS consists of four rules; however, during training, the number of rules varied from three to twelve. This number of rules is consistent with those reported by other researchers. The graphical representation of the rules in Figure 4.4 can be written in the form given in Table 4.1, where SL is sepal length, SW is sepal width, PL is petal length and PW is petal width. If linguistic sets are assigned to the membership sets, then the rules can be written in a form that is more understandable as demonstrated in Table 4.2.

To evaluate the performance of the classifiers used in this research, the performance of each was compared to those listed in Table 4.3. The average of the ten runs for each of the single membership functions and the M-LCS for the training set and the test set at the end of the classifier training are
Figure 4.4: M-LCS rule base for iris problem
Table 4.1: M-LCS rules for classifying the iris plant

R1: if SL is in the interval [5.6, 18.77] and SW in the interval [13.3, 58.1] and PL is close to 25.9 and PW is close to 58.0, then the class is Versicolor.

R2: if SL is less than 5.0 and SW is less than 16.1 and PL is close to 33.2 and PW is less than 58.6, then the class is Setosa.

R3: if SL is greater than 15.7 and SW is greater than 51.7 and PL is greater than 23.9, and PW is greater than 50.6, then the class is Virginica.

R4: if SL is greater than 14.1 and SW is close to 23.0 and PL is less than 26.9 and PW is close to 56.8, then the class is Virginica.

Table 4.2: M-LCS linguistic rules for classifying the iris plant

R1: if SL is narrow and SW is narrow and PL is short and PW is narrow then the class is Versicolor.

R2: if SL is short and SW narrow and PL is medium and PW is narrow then the class is Setosa.

R3: if SL is long and SW wide and PL is medium or long, and PW is medium or wide, then the class is Virginica.

R4: if SL is medium or long and SW is narrow and PL is short and PW is narrow then the class is Virginica.
Table 4.3: Classification accuracy reported in literature for iris

<table>
<thead>
<tr>
<th>Source</th>
<th>#Rules</th>
<th>Train Data</th>
<th>Test Data</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abe</td>
<td>-</td>
<td>-</td>
<td>97.3</td>
<td>98.0</td>
</tr>
<tr>
<td>Aboyni</td>
<td>3</td>
<td>-</td>
<td>-</td>
<td>96.1</td>
</tr>
<tr>
<td>Chang</td>
<td>5</td>
<td>-</td>
<td>-</td>
<td>99.3</td>
</tr>
<tr>
<td>Guidi</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>96.0</td>
</tr>
<tr>
<td>Halgamuge</td>
<td>13</td>
<td>-</td>
<td>98.7</td>
<td>-</td>
</tr>
<tr>
<td>Ishibuchi</td>
<td>13</td>
<td>-</td>
<td>-</td>
<td>100.0</td>
</tr>
<tr>
<td>Nauck</td>
<td>7</td>
<td>-</td>
<td>97.3</td>
<td>-</td>
</tr>
<tr>
<td>Liu</td>
<td>6</td>
<td>-</td>
<td>-</td>
<td>95.3</td>
</tr>
<tr>
<td>Russo</td>
<td>5</td>
<td>-</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>Shi</td>
<td>4</td>
<td>-</td>
<td>96.0</td>
<td>-</td>
</tr>
<tr>
<td>Setnes</td>
<td>3</td>
<td>-</td>
<td>98.7</td>
<td>-</td>
</tr>
</tbody>
</table>

As the results indicate, the performance of each classifier is close to those reported in the literature. Although the average classification accuracy on the test data is lower than some, it is not significantly lower and, with the exception of the triangular function, the overall performance of the best classifier for each function is at least 97.3%. The overall performance of the M-LCS, having only four misclassifications, is 97.3%. Thus, the best classifiers in this research perform at or near the level of those presented in Table 4.4.

Table 4.4: Classification results obtained for the iris data

<table>
<thead>
<tr>
<th>Membership Function</th>
<th>All Data Mean</th>
<th>Train Data Mean</th>
<th>Test Data Mean</th>
<th>Test Data Min</th>
<th>Test Data Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fuzzy</td>
<td>96.8</td>
<td>100</td>
<td>93.6</td>
<td>92.0</td>
<td>94.7</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>96</td>
<td>99.1</td>
<td>92.9</td>
<td>90.7</td>
<td>94.7</td>
</tr>
<tr>
<td>( L )</td>
<td>94.6</td>
<td>99.9</td>
<td>89.3</td>
<td>76.0</td>
<td>94.7</td>
</tr>
<tr>
<td>Triangular</td>
<td>95.3</td>
<td>99.6</td>
<td>91.1</td>
<td>86.7</td>
<td>93.3</td>
</tr>
<tr>
<td>Trapezoidal</td>
<td>96.3</td>
<td>99.7</td>
<td>92.9</td>
<td>90.7</td>
<td>96.0</td>
</tr>
<tr>
<td>M-LCS</td>
<td>96.3</td>
<td>100</td>
<td>93.1</td>
<td>90.7</td>
<td>94.7</td>
</tr>
</tbody>
</table>
reported in the literature. The results of the test set provide an indication of the generalization ability of the classifiers, that is, how well the classifier will correctly classify unseen patterns. On average, the $L$-function classifier exhibited the lowest generalization ability, while the fuzzy-function exhibited the highest. The M-LCS performed 0.5% below the fuzzy-function classifier.

The fuzzy function classifier comparison with the average convergence speed of the different classifiers based on the percent accuracy during training can be seen in Figure 4.5. If the classifier is trained offline, then the convergence speed may not be a factor; however, if training has to be done in real time, then the convergence speed of the classifier is important. On average, the fuzzy function classifier converged to the optimum solution at 400 generations, while the M-LCS converged at 700. The $L$-function classifier converged to its optimum solution faster than the M-LCS; however, its accuracy is lower. This function also did not generalize well, perhaps implying

![Figure 4.5: Convergence speed of M-LCS for iris](image)
overfitting of the training data. The average performance of each classifier when applied to the test set is illustrated in Figure 4.6.

![Figure 4.6: Average convergence of M-LCS for iris test data](image)

4.3 Application of the M-LCS to the Pima Indians Diabetes Data

The Pima Indians diabetes data set, obtained from the machine-learning database at the University of California, Irvine, has been used to design systems for predicting the onset of diabetes in Pima Indians. The data consists of 768 input-output patterns. In this research, 576 of these patterns were used for training and 192 for testing. The eight features of the input are listed in Table 4.5.

This classification problem, previously studied by Smith et al. [73] in 1988, by Abdelbar [1] in 1996, and more recently by others, has proven to be difficult. Using a
Table 4.5: Features of the Pima Indians Diabetes data set

<table>
<thead>
<tr>
<th>Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of previous pregnancies</td>
</tr>
<tr>
<td>Plasma glucose concentration after 2 hours — Glucose Tolerance Test (GTT)</td>
</tr>
<tr>
<td>Diastolic blood pressure</td>
</tr>
<tr>
<td>triceps skin fold thickness</td>
</tr>
<tr>
<td>2-hour serum insulin</td>
</tr>
<tr>
<td>body mass index (weight divided by the square of the height)</td>
</tr>
<tr>
<td>diabetes pedigree function — evaluates subject’s family history of diabetes</td>
</tr>
<tr>
<td>age</td>
</tr>
</tbody>
</table>

neural network algorithm called ADAP, Smith et al. obtained a classification rate of 76% on the test set; Abdelbar et al. used a feedforward High Order Network to obtain a classification rate of 83%. Results obtained more recently are presented in Table 4.6

Table 4.6: Literature results for Pima Indians Diabetes data

<table>
<thead>
<tr>
<th>Source</th>
<th>Train Data</th>
<th>Test Data</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chang</td>
<td>75.8</td>
<td>78.2</td>
<td>77.0</td>
</tr>
<tr>
<td>Aboyni</td>
<td>-</td>
<td>-</td>
<td>73.05</td>
</tr>
<tr>
<td>Orriols</td>
<td>-</td>
<td>74.88</td>
<td></td>
</tr>
<tr>
<td>MLP</td>
<td>-</td>
<td>75.8</td>
<td>-</td>
</tr>
<tr>
<td>RBF</td>
<td>-</td>
<td>75.7</td>
<td>-</td>
</tr>
<tr>
<td>Bayes</td>
<td>-</td>
<td>72.2</td>
<td>-</td>
</tr>
<tr>
<td>C4.5</td>
<td>-</td>
<td>72.2</td>
<td>-</td>
</tr>
<tr>
<td>SVM</td>
<td>-</td>
<td>77.5</td>
<td>-</td>
</tr>
</tbody>
</table>

The results of the research reported here are compared to the results obtained by other learning classifier systems as well as those based on a different learning paradigm. Chang [19], Aboyni [4], and Orriols [59] used a learning classifier system; MLP, RBF, and Bayes are based on artificial neural networks, while C4.5 is a decision tree based classifier, and SVM is a support vector machine style classifier. The results
are presented in Table 4.7.

Table 4.7: Results for the Pima Indians Diabetes data

<table>
<thead>
<tr>
<th>Membership Function</th>
<th>Overall Mean</th>
<th>Train Mean</th>
<th>Test Mean</th>
<th>Test Min</th>
<th>Test Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fuzzy</td>
<td>79.7</td>
<td>80.6</td>
<td>77.2</td>
<td>74.5</td>
<td>80.7</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>78.8</td>
<td>79.8</td>
<td>75.6</td>
<td>72.4</td>
<td>78.1</td>
</tr>
<tr>
<td>$L$</td>
<td>79.6</td>
<td>81.3</td>
<td>74.4</td>
<td>73.4</td>
<td>76.6</td>
</tr>
<tr>
<td>Triangular</td>
<td>78.9</td>
<td>80.5</td>
<td>74.4</td>
<td>72.4</td>
<td>76.6</td>
</tr>
<tr>
<td>Trapezoidal</td>
<td>80.1</td>
<td>81.6</td>
<td>75.6</td>
<td>72.4</td>
<td>77.6</td>
</tr>
<tr>
<td>M-LCS</td>
<td>79.3</td>
<td>80.4</td>
<td>75.9</td>
<td>73.4</td>
<td>79.2</td>
</tr>
</tbody>
</table>

Although M-LCS did not have the highest classification accuracy, its overall performance was only 0.8% below that of the fuzzy-function classifier, which performed the highest. On the training set, M-LCS performed 1.2% below the trapezoidal-function classifier, 1.3% below the fuzzy-function classifier on the test set, but had the highest maximum test performance. Compared to the results reported by other researchers, the classifier systems developed in this research were found to be very competitive. Although the classification accuracy of M-LCS was below that of Chang, the performance of the best M-LCS classifier was higher. The M-LCS membership functions are presented in Figure 4.8.

The convergence speed of the classifiers during training is given in Figure 4.8. The graph indicates that the fuzzy function classifier peaked near generation fastest convergence speed and also the highest performance. Figure 4.9 illustrates the behavior of the classifiers on the test set during training. Although the classifiers continued to slowly improve in classifying the training data, the performance on the test data remained relatively constant. Since this is a has/has not type problem, meaning the classification is either diabetes predicted or diabetes is not predicted, it may be
Figure 4.7: Membership sets generated by fuzzy function classifier for diabetes
Table 4.8: M-LCS rules for classifying the diabetes data

<table>
<thead>
<tr>
<th>Rule</th>
<th>Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>If previous pregnancy is less than 4.3 and GTT is in [31.2, 117.13] and diastolic BP is greater than 28.7 and</td>
</tr>
<tr>
<td></td>
<td>triceps skin fold thickness is less than 61.4 and 2-hour serum insulin is less than 734.8 and MI is less than 29.7 and</td>
</tr>
<tr>
<td></td>
<td>DPF is less than 0.16 and age is greater than 21, then onset is not predicted.</td>
</tr>
<tr>
<td>R2</td>
<td>If previous pregnancy is less than 7 and GTT is greater than 154.8 and diastolic BP is greater than 28.7 and</td>
</tr>
<tr>
<td></td>
<td>triceps skin fold thickness is less than 80.3 and 2-hour serum insulin is close to 572.5 and BMI is close to 36.5 and</td>
</tr>
<tr>
<td></td>
<td>DPF is less than 1.8 and age is close to 47, then onset is predicted.</td>
</tr>
<tr>
<td>R3</td>
<td>If previous pregnancy is close to 8 and GTT is greater than 32.2 and diastolic BP is between 36.0 and 73.3 and</td>
</tr>
<tr>
<td></td>
<td>triceps skin fold thickness is less than 70.9 and 2-hour serum insulin less than 4.7 and BMI is close to 30 and</td>
</tr>
<tr>
<td></td>
<td>DPF is greater than 2.1 and age is close to 41, then onset is predicted.</td>
</tr>
<tr>
<td>R4</td>
<td>If previous pregnancy is close to 3 and GTT is greater than 67.4 and diastolic BP is less than 22.8 and</td>
</tr>
<tr>
<td></td>
<td>triceps skin fold thickness is less than 66.1 and 2-hour serum insulin close to 115.3 and BMI is in [28.7, 46.9] and</td>
</tr>
<tr>
<td></td>
<td>DPF is greater than 1.3 and age is in [51, 67], then onset is predicted.</td>
</tr>
<tr>
<td>R5</td>
<td>If previous pregnancy is close to 1.3 and GTT is close to 61.0 and diastolic BP is 58.5 and</td>
</tr>
<tr>
<td></td>
<td>triceps skin fold thickness is less than 81.1 and 2-hour serum insulin close to 624.9 and BMI is greater than 38.5</td>
</tr>
<tr>
<td></td>
<td>and DPF is close to 1.0 and age is less than 49, then onset is not predicted.</td>
</tr>
<tr>
<td>R6</td>
<td>If previous pregnancy is between 12 and 17 GTT is greater than 74.1 and diastolic BP is in [104.4, 113.2] and</td>
</tr>
<tr>
<td></td>
<td>triceps skin fold thickness is in [27.6, 34.3] and 2-hour serum insulin close to 270.7 and BMI is greater than 35.0</td>
</tr>
<tr>
<td></td>
<td>and DPF is less than 0.75 and age is less than 59, then onset is predicted.</td>
</tr>
</tbody>
</table>
Figure 4.8: Convergence speed during training of diabetes data

Figure 4.9: Behavior on diabetes test data during training
possible to use sensitivity and specificity measures to improve accuracy.

4.4 Application of M-LCS to the Army Data

The manual procedure for issuing clothing to military personnel, which is very labor-intensive and highly susceptible to human error, includes two phases: to the process: 1) Taking the necessary body measurements, and 2) Mapping the set of measurements to the appropriate size. Errors that occur may include the improper placement of the measuring tape, varying the tension of the tape, and human fatigue. If measurements are inaccurate, then a soldier may receive garments that do not fit, requiring additional measurements or extensive alterations. Even with accurate measurements, a fitter is still faced with the task of mapping a set of measurements to a chart to determine the correct garment size. When the set of actual measurements do not correspond exactly to the measurements on the charts, the fitter determines the correct size based on priorities among body measurements, another potential source of human error. An automated procedure can potentially provide a more accurate means of fitting army personnel and, therefore reduce, both the time involved and the number of alterations required. This problem was studied by Lowe et al. [50], Davis et al. [22], and Pargas et al. [62]. Lowe et al. provide another approach, implementing a neural network solution to the problem, testing four encoding techniques. The results of that research are presented in Tables 4.9 and 4.10.

To test the performance of the M-LCS for forecasting garment sizes, a data set obtained from the Clothing Initial Issue Facility at Fort Jackson in Columbia, SC, was used. A database of 1778 input/output patterns was separated by randomly choosing 1200 vectors for training and using the remaining vectors for testing. This
Table 4.9: Army data classification accuracy

<table>
<thead>
<tr>
<th>Method</th>
<th>Train Data Mean</th>
<th>Test Data Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency Distribution</td>
<td>98.4</td>
<td>66.4</td>
</tr>
<tr>
<td>Ensemble Encoding</td>
<td>87.3</td>
<td>54.4</td>
</tr>
<tr>
<td>Normalization</td>
<td>23.0</td>
<td>-</td>
</tr>
<tr>
<td>Linear Scaling</td>
<td>5.0</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 4.10: Army data classification accuracy (within one size)

<table>
<thead>
<tr>
<th>Method</th>
<th>Train Data Mean</th>
<th>Test Data Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency Distribution</td>
<td>99.0</td>
<td>81.4</td>
</tr>
<tr>
<td>Ensemble Encoding</td>
<td>88.2</td>
<td>74.2</td>
</tr>
<tr>
<td>Normalization</td>
<td>28.3</td>
<td>-</td>
</tr>
<tr>
<td>Linear Scaling</td>
<td>6.7</td>
<td>-</td>
</tr>
</tbody>
</table>

research used the same eight measurements as those previously used by Lowe et al.: height, head size, neck size, chest size, waist size, hip size, sleeve length, and weight. During the developmental stages, classifiers were designed using different population sizes and maximum generations; however, the final version used a population size of 100 and a maximum of 2000 generations. For this number of generations, the classification accuracy increased and there was no degradation in performance on the test set. Since data representation was not the main focus of this research, the results obtained in this research are based on the raw data. The results of applying the single-function classifiers and M-LCS are presented in Table 4.11 and Table 4.12.

For this problem, the trapezoidal-function and triangular-function classifiers performed best on the training data and the complete data set. The M-LCS performed the worst, with an accuracy 4.0% below that of the triangular-function classifier.
Table 4.11: Results obtained for army data

<table>
<thead>
<tr>
<th>Membership Function</th>
<th>All Data Mean</th>
<th>Train Set Mean</th>
<th>Test Set Mean</th>
<th>Test Set Min</th>
<th>Test Set Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fuzzy</td>
<td>38.2</td>
<td>38.7</td>
<td>37.2</td>
<td>31.3</td>
<td>46.2</td>
</tr>
<tr>
<td>γ</td>
<td>36.9</td>
<td>36.8</td>
<td>38.3</td>
<td>31.7</td>
<td>44.7</td>
</tr>
<tr>
<td>L</td>
<td>38.1</td>
<td>37.7</td>
<td>39.1</td>
<td>34.6</td>
<td>44.3</td>
</tr>
<tr>
<td>Triangular</td>
<td>40.0</td>
<td>40.0</td>
<td>40.1</td>
<td>35.8</td>
<td>43.3</td>
</tr>
<tr>
<td>Trapezoidal</td>
<td>38.1</td>
<td>37.2</td>
<td>40.0</td>
<td>37.3</td>
<td>41.4</td>
</tr>
<tr>
<td>M-LCS</td>
<td>37.7</td>
<td>36.0</td>
<td>41.1</td>
<td>35.6</td>
<td>48.3</td>
</tr>
</tbody>
</table>

In addition, as the results show, the classification accuracies of the single-function classifiers and M-LCS are low compared to the results obtained by the frequency-based and ensemble encoding networks. However, since the classifiers in this research used raw data, not pre-processed data, it is more appropriate to compare the performances to those of the networks that used linear scaling. When compared to this network, the classifiers performed 31% - 35% higher on the training data, a significant difference. Compared to the network that used normalized data, the classifiers performed 7.7% - 27.7% higher. There were no values for comparison of the performance on the test data. Comparing the results obtained for classification within one size, those of the classifiers were closer to those of the frequency and ensemble networks than the ones using linear scaling or normalization.

The convergence speed of the classifiers during training is illustrated in Figure 4.10 and the behavior of the classifiers during testing in Figure 4.11.

Membership functions generated by the M-LCS are shown in Figure 4.12. The triangular function performed the best for this application and the M-LCS chose four triangular function for weight. Other function was

The relative performances of the fuzzy function classifier and the M-LCS were lower on the army data set than any other, a situation that may be attributable to the nature
Table 4.12: Results within one size for army data

<table>
<thead>
<tr>
<th>Membership Function</th>
<th>All Data Mean</th>
<th>Train Set Mean</th>
<th>Test Set Mean</th>
<th>Test Set Min</th>
<th>Test Set Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fuzzy</td>
<td>76.5</td>
<td>75.8</td>
<td>77.9</td>
<td>70.5</td>
<td>84.6</td>
</tr>
<tr>
<td>γ</td>
<td>74.5</td>
<td>73.5</td>
<td>76.5</td>
<td>69.3</td>
<td>81.5</td>
</tr>
<tr>
<td>L</td>
<td>75.8</td>
<td>74.7</td>
<td>77.9</td>
<td>71.7</td>
<td>84.8</td>
</tr>
<tr>
<td>Triangular</td>
<td>77.1</td>
<td>76.7</td>
<td>77.8</td>
<td>73.8</td>
<td>81.3</td>
</tr>
<tr>
<td>Trapezoidal</td>
<td>78.4</td>
<td>77.1</td>
<td>81.0</td>
<td>80.1</td>
<td>82.5</td>
</tr>
<tr>
<td>M-LCS</td>
<td>76.5</td>
<td>74.0</td>
<td>81.6</td>
<td>77.9</td>
<td>88.2</td>
</tr>
</tbody>
</table>

Figure 4.10: Convergence speed on army data during training
Figure 4.11: Behavior on army test set during training of the data. Lowe *et al.* discovered that the data set contains several inconsistent patterns, which makes it difficult to classify the data. Further study is needed to determine the cause.

## 4.5 Application of the M-LCS to the Alcohol Data

Data for the alcohol problem was obtained from the College of Health, Education, and Human Development (HEHD) at Clemson University. This problem involves identifying specific high-risk contexts and peer reference groups at Clemson University, promoting alcohol abuse among first-year students. Data collection for the problem was supported by a National Institute on Alcohol Abuse and Alcoholism Rapid Response to College Student Drinking Cooperative Agreement Grant. This research used 633 of the patterns (475 for the training set and 158 for the test set) to classify freshmen students into one of two classes: those who will abuse alcohol
Figure 4.12: Membership functions for the army data
and those who will not. The data for the this problem consisted of 32 input features listed in Table 4.13.

Table 4.13: Input features for the alcohol problem

<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>Will student drink in college</td>
</tr>
<tr>
<td>Student drinks beer</td>
<td>Do parents drink</td>
</tr>
<tr>
<td>Student drinks wine</td>
<td>Do parents drink beer</td>
</tr>
<tr>
<td>Student drinks wine coolers</td>
<td>Do parents drink wine coolers</td>
</tr>
<tr>
<td>Student drinks hard liquor</td>
<td>Do parents drink hard liquor</td>
</tr>
<tr>
<td>Age student started drinking</td>
<td>How often parents drink</td>
</tr>
<tr>
<td>How often student drinks</td>
<td>How often parents drink</td>
</tr>
<tr>
<td>How many drinks when socializing</td>
<td>Parents average social drinks</td>
</tr>
<tr>
<td>Student gets alcohol at home</td>
<td>Student plans to play intramural sports</td>
</tr>
<tr>
<td>Student gets alcohol from a friend</td>
<td>Student plans to join a fraternity/sorority</td>
</tr>
<tr>
<td>Student purchases alcohol</td>
<td>Student plans to join an honorary society</td>
</tr>
<tr>
<td>Student drinks at home</td>
<td>Student plans to join a religious organization</td>
</tr>
<tr>
<td>Student drinks at friend’s home</td>
<td>Student plans to play collegiate athletics</td>
</tr>
<tr>
<td>Student drinks at social events</td>
<td>Student plans to join campus clubs</td>
</tr>
<tr>
<td>Student drinks at other occasions</td>
<td>Gotten in trouble while drinking</td>
</tr>
<tr>
<td>Gender</td>
<td>Race/ethnicity</td>
</tr>
</tbody>
</table>

The problem is to classify each pattern into one of two classes: alcohol abuse and not alcohol abuse.

Since this real-world problem has not been used in classification studies, there are no reported results for comparison. The performance of the M-LCS was evaluated by comparing it to the single-membership function classifiers. The data consisted of 633 input-output patterns, 475 of which were randomly selected for the training set and the remaining 158 were used for the test set. The results that were obtained through this research are reported in Table 4.14.

The alcohol problem did not present a challenge for any of the classifiers used in this study, a situation that may be attributed to the nature of the data. For many of the features, the values are either 0 or 1, while others have no more than
Table 4.14: Results of alcohol data

<table>
<thead>
<tr>
<th>Membership Function</th>
<th>All Data Mean</th>
<th>Train Data Mean</th>
<th>Test Data Min</th>
<th>Test Data Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fuzzy</td>
<td>99.7</td>
<td>100.0</td>
<td>99.0</td>
<td>97.5</td>
</tr>
<tr>
<td>γ</td>
<td>99.8</td>
<td>100</td>
<td>99.1</td>
<td>96.8</td>
</tr>
<tr>
<td>L</td>
<td>99.4</td>
<td>99.8</td>
<td>98.2</td>
<td>96.8</td>
</tr>
<tr>
<td>Triangular</td>
<td>99.3</td>
<td>99.9</td>
<td>97.5</td>
<td>94.9</td>
</tr>
<tr>
<td>Trapezoidal</td>
<td>99.1</td>
<td>99.8</td>
<td>97.1</td>
<td>94.9</td>
</tr>
<tr>
<td>M-LCS</td>
<td>99.8</td>
<td>100</td>
<td>99.1</td>
<td>97.5</td>
</tr>
</tbody>
</table>

five discrete values. For example, do parents drink beer and does student plan to join a club have a 0 or 1 value. The feature, how often do parents drink, has five possible values: daily, weekly, monthly, less than monthly. Although all classifiers had classification accuracies above 96% on the test set, the table shows that the triangular and trapezoidal classifiers performed almost 2% below the others.

The convergence speed during training is given Figure 4.13 and the behavior during testing is in Figure 4.14. Figure 4.13

The M-LCS, γ function, and fuzzy-function classifiers were able to classify all training data after 25 generations and had a 99% accuracy on the test pattern after 25 generations. The L-function and the triangular functions reached 99.8% and 99.9% respectively at generation 500, while the trapezoidal took 800 generations to reach a peak of 99.8%. The classification accuracy was constant on the test set for the M-LCS, γ, and fuzzy functions. The other functions stabilised after generation 700.

### 4.6 Discussion

The results of this research, which are very encouraging, indicate that the M-LCS provides an alternative approach to designing a learning classifier system based
Figure 4.13: Convergence speed on alcohol data during training

Figure 4.14: Behavior on alcohol test set during training
on the Pittsburgh model and that the fuzzy, $\gamma$, and $L$ functions provide additional membership functions for use in the condition component of the classifiers. The fuzzy-function classifier performed well on all applications. The accuracy of the $\gamma$-function classifier was consistently lower than the others; however, the best $\gamma$ classifier performed better relative to the other classifiers. The $L$-function classifier performed well on the training data but did not always generalize well. Even so, performance of the best $L$ classifier generated was equal to or higher than that of the others. Although the $\gamma$- and $L$-function classifier did not have high accuracy, they were chosen by M-LCS for each of the classification problems used in this research. Moreover, to determine if they had a negative effect on the performance of the M-LCS, it was trained with these two functions omitted from the function pool. There was no noticeable change in the performance of the M-LCS. This finding suggests that including these functions in the pool did not cause a degradation in performance. Since a number of parameters must be determined when using a GA, altering them may improve the performance of all of the functions.

Although M-LCS did not always perform the highest on average, the best M-LCS classifier was generally the highest and when the best M-LCS classifier performed below the others, the difference was no more than 1.3%. Based on the results obtained, the M-LCS reduces the need for the developer to select a membership function for representing classifiers. M-LCS was tested with five functions, but it is flexible; consequently, other functions may be substituted or added to the function pool.
Chapter 5

Conclusions and Future Work

The objective of this research has been to design and develop a framework for a classifier system that employs multiple membership functions and then use the framework to develop a learning classifier system for use in data mining. Incorporating multiple membership functions in the development of a classifier system presented new and challenging problems.

In Chapter 3, a framework for the design of a multiple membership functions learning classifier system was presented. The classifier system expands the algebra of current Pittsburgh classifier systems in two ways: 1) by increasing the number of membership functions from one to five and 2) by modifying the genetic operators to operate on chromosomes that may contain a variety of membership functions in one rule. Of the four membership functions, two ramp functions and a fuzzy membership function were introduced as part of this research. Although heuristic search does not always produce the best result, heuristic search has been successful in solving problems when an exhaustive search or a traditional method is not feasible. A genetic algorithm is the particular heuristic search algorithm used to generate the rule base for the multiple membership functions learning classifier system. The system uses the
Pittsburgh approach to represent the rule base, and variable length chromosomes, since the number of rules necessary to solve a problem depends on the problem to be solved.

To test the efficacy of the classifier system, it was applied to four problems of different sizes and complexities. Three of the problems have been used by other researchers and the fourth problem is a real-world problem that has not been used in the past. In Chapter 4 the results were presented and, when possible, the performance was compared to those of other results reported in the literature. In all cases, the results of the classifiers were encouraging.

One observation of this research is that even when the M-LCS did not improve in performance when multiple types of membership functions were used, the GA chose the membership function that performed best when used alone. This implies that it may be possible to use the M-LCS to assist in selecting a membership function when a developer desires to use only one membership function.

As a result of this research, the following contributions have been made to the field of computing:

1. a framework for developing a learning classifier system consisting of multiple types of membership functions
2. a modified learning classifier system that employs multiple types of membership functions to improve performance of the classifiers
3. the addition of three membership functions to be used in the condition part of the condition-action rules

There are several areas that have not been investigated in this work.
1. Only the Pittsburgh model was used. Future work should use the Michigan model to compare the two approaches for the M-LCS.

2. The representation is very restrictive, allowing a membership function to have only two parameters. Such a restriction forces triangular and trapezoidal functions to be designed in ways that generate regular triangle and trapezoidal shapes. General triangles and trapezoids may yield better performance. Future work will focus on alternative representation schemes, such as intervals, for representing the rules.

3. Incorporate different membership functions and experiment to determine the optimal number of functions to use.

4. Investigate the effects of using different selection and crossover algorithms and different fitness functions.

5. Apply the framework to a different suite of problems to study the characteristics of problems that lend themselves well to the framework and those that are not as suitable.

6. The framework presented here is suitable for other application areas. Future work will apply the framework to the selection of a facial recognition algorithm, given a set of algorithms rather than using the same algorithm for recognizing each instance.
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