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Figure 3.3 Light-curves of GRB 060512 and GRB 060115, respectively from top to
bottom. WT data are in blue, and PC data are in red (online XRT light-curve repository)
3.3  Data Reduction
The data reduction process is explained in Appendix A. It is wongphasizing
that only events withgood gradeswere used to extract the spectra. This screening

criterion helps eliminate events due to charged particles andsr&stdt better spectral

19



resolution. For PC mode, grades in the range 0-12 are considered go®iT Fnode,
good grades lie in the range 0-2. The grading is based on thbufistr of the charge in
a 3x3 matrix according to 32 patterns for PC mode (Figure 3.4)WHomode, a 7x1

matrix (15 charge distribution patterns) is used (Figure 3.5).

Local naax iemur o gvanl threshold
Fixel under splin hreshald

Fimel over splel thresbuld

ML

it eare pivel

grade 0

B
x

3
i
3
.

grada 1

T
¥

B ‘ =
: E
o ™
[

Erada 5 prade 7 e &

,,.
E
™

1
o
v

P

Erads

=
-4

prnde 11 i 2

=8

arade 16 grade 17

5

=

B

™

=
Hl
g

3

o

X
'jlr

grade 149

= 5
B #
= =

rada 20 wrala 21

il
v

,J_
£
|-ul

grade 23

grade 24

x
x

grode27

' 5

] 'E- 5
s

E
@

grade 31

mmde 28

20

LIkG.E

arade 29

Figure 3.4PC mode grades (0-31). Good grades are in 0-12 (Capalbi et al., 2006)



grade 0 XX ' 1XIX]
grade | XIXT ' 1T X
grade 2 X T TXTX]
grade 3 X [ . X
grade 4 XIXT 1 T ]
grade 5 C T TXTX]
grade 6 (XIXT T T ]
grade 7 X T T ]
grade 8 LT T X
grade 9 T XX
grade 10 XTI 1T W1 1]
grade 11 [ | [ |- | | |

grade 12 ) - Local maximum over event threshold
grade 13 [ I [ |- I ‘ | ‘:I Pixel under split threshold
| H. ; :
grade 14 | | [ || | [ | Pixel over split threshold
grade 15 CI 1w 1T 1771 S | don’t care pixel

Figure 3.5WT mode grades (0-15). Good grades are in 0-2 (Capalbi et al., 2006).

We reduced the spectra of the first 10 GRBs in Table 3.1 (beskRB080319B
as in Appendix A). For the remaining GRBs in the final samplgdbursts, we used the

spectra from the online Swift/XRT GRB light-curve repository for theattte GRBs.

3.4  Modeling XRT Spectra
3.4.1 *“Observed” versus “Actual” Spectrum

A spectrometer is an instrument that we use to find the spectrgome source
of interest. However, instead of giving us the actual spectrumhef Source,
spectrometers give us a measure of the photon counts (C) withirticspstrument

channel (1). The photon count is related to the actual spectrum of the o gEky:

c) =ff(E)R(1,E)dE 3.1

, WwhereR(I,E) is the instrument response and it is proportional to the probabiityat

photon of energ¥ will be detected in channel | (Arnaud et al., 2007). One way te sol
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for the actual spectrum of the source is to invert eq. 3.1 t¢(@otfrom C(I). It turns

out though that through inversion, the solution is non-unique and unstable (e.g. &oredo
Epstein, 1989). Another way to attack the problem is to carefulbpossh a model
spectrumf(E) and fit it to the photon count3(I) obtained from the spectrometer. A fit
statistic (e.g.x?) can then be used to judge how well the chosen model spectrum

represents the data.

3.4.2 Game of Finding F(E)

According to the fireball model discussed in chapter two, the domiadrgtion
mechanism through which the GRB afterglow is produced is synchrotnasien. At
high energies, the synchrotron spectrum of a GRB afterglow cappreximated by a
single power-law that is characterized by a spectral index and ampituldsv energies,
photoelectric absorption is expected to play a crucial role. Thosraé, we can
describe an afterglow spectrum by @psorbed power-lawAPL). However, before we
rush into fitting our spectra to an APL, we test other possible maoaled see for
ourselves which model is a better representative of the actual spectrum.

To fit the XRT spectra, we use the X-ray spectrainfit package XSPEC v12.4
and download the latest response matrices from the XRT calibrdditabase (CALDB)
at the HEASARC website. The spectra are then binned based minaum number of
counts per bin (see Appendix B) and read into XSPEC. Before fittimglata, all the
channels marked as “bad” in the headers of the spectrahéilesto be discarded. These

channels are below the lower discriminator of the XRT and therdor®t contain valid
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data. Channels with energies outside the ran¢-10.0 KeV are also ignored as XRT
operates only in this range. In all the subsegsedtions, GRB 080411 is used to test
proposed models and thevenber-Marquardtalgorithm is used to perform the fittit

Figure 3.6 shows the spectrum before any fit wadiegh
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Figure 3.6 Spectrum of GRB 080411 in count space before b

3.4.2.1Absorbed Black Body {pectrum

We start by fitting the data to a thermal m« (Ryde &Pe'er, 200¢, specifically
a black body with a multiplicative component to @aat for possible absorpti from the
Galaxy. After being convolved with the XRT responde absorbed black body mode
used to calculate the predicted counts based tialimodel parameters (eq. 3.1). Tf

statistic is chosen to give the fitting algorithm iadication of hw good the calculate
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counts match the actual counts. After the algorithm settlesnainimumy?, the reduced

> value (which isy® divided by the number of degrees of freedom) and the null

hypothesis probability are calculated. The null hypothesis probaisilibe probability of

getting a value of¢® as large or larger than the observed value if the used model is

correct. Hence, the higher this value is, the higher are the oddsuthmodel is correct.

In fact, the report of such a value when usingf atatistic is the only reason we are

(temporarily) using this unreliable statistic (see Appendix Ajer we decide which

model we want to use, we will switch to the CSTAT statigtigure 3.7 & 3.8 show the

data and the spectral model in both count and photon spaces afterfibeity an

absorbed black body model.
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Figure 3.6 Spectrum fit to an absorbed black body model (count space).
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Figure 3.7 Spectrum fit to an absorbed black body model (photon space).

The reduced® was 2.74 for 440 degrees of freedom, and the column density from
the fit was 0 crif. We know from the DL survey that towards this Galactic positiea,
hydrogen column density is non-zero and is equal to 0.034% st (Table 3.1). Not
only did the fit resulted in bad reducgtl and hydrogen column density, but the null
hypothesis probability was 1.049e-72 which is extremely small. iffingediately rules
out the absorbed black body option. The inspection of the residuals in Rdure

confirms how badly this model fits the data.

3.4.2.2 Absorbed Thermal Bremsstrahlung Spectrum
When we tested an absorbed thermal bremsstrahlung fit to th&bdeatd on

Kellogg et al., 1975), we got a better fit than the absorbed black Gdwyhydrogen
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column density was 0.118x¥m? which is close to the Galactic value and the reduced
+* value improved to 1.1219 for the same number of degrees of freedommulihe

hypothesis probability was 3.905x%3,avhich is not that bad (Figure 3.8)
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Figure 3.8 Spectrum of GRB 080411 fit to an absorbed bremsstrahlung model.
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3.4.2.3 Absorbed Powerlaw

Although the absorbed bremsstrahlung model gave a good fit, we continued
testing other models hoping for a better null hypothesis prohabilite next model we
tested was an absorbed power-law. The fit resulted in a bettecedy® value of 1.005
and a null hypothesis probability of 0.463 which is almost one order afitadg higher
than that of the absorbed bremsstrahlung model. While the modak fidata tightly
(Figure 3.9), the obtained hydrogen column density was a bit high (A@E7enm?)
compared to the Galactic value (0.0345%10ri?%). When we fixed the hydrogen column
density to the Galactic value and refit, the model ceased todmods This indicated the

need for a second absorbing component to treat the steeper turnover at low.energies
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Figure 3.9 Spectrum of GRB 080411 fit to an absorbed power-law.
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3.4.2.4 Powerlaw with Absorption from Galaxy and Host

If we assume the presence of a non-Galactic remote absorbex &RB site
which is at a redshift of 1.03, then an absorbed power-law with absofgiio both the
Galaxy and this remote absorber would suggest a hydrogen columny den@ig122
x10% cm? of the remote absorber (which is larger than Galactic). Althathg fit
(Figure 3.10) gives a reducgfiof 0.949, the null hypothesis probability is 0.770 which
is the best we could achieve so far. This figure tells ushkeas is a 77% chance that this
model is correct. For this reason, we choose a power law with absofpim the
Galaxy and the GRB host to fit our sample. However, to get a rabable estimate of
the host’s hydrogen column density (and other parameter values)sevthe CSTAT

statistic which is suited for the case of low-count regimes.

Pawerlaw with Golactic & Host Absorption (Photen Spoce)
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Figure 3.10Spectrum fit to a power-law with Galactic and host absorption.
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3.4.3 Refining F(E)
Now that we have decided which model best fits our datatimesto refine the
model so that subtle details such as element abundances and dedéBongtion cross

sections and Galactic hydrogen column densities reflect the best we know about them

3.4.3.1 Foreground Absorption
34311 Absorption Cross Sections and ISM Abundances

The model component which accounts for foreground absorption of X-rays in the
Galactic ISM in our model was that of Wilms et al. (2000). Inrtheodel component,
these authors incorporate improvements in the computation of the ategrgydant
photoionization cross section of the ISM, (Balucinska-Church & McCammon,
1992) by utilizing a revised version of the ISM abundances and takingentunt the
interstellar dust and the molecular phase of the ISM.

The total photoionization cross section of the ISbfs,,, is calculated by

summing the contributions from the gaseous, molecular and dust phases of the ISM,

Oism = Jgas + Omolecules + Ugrains (3-2)

0gas IS Obtained by summing the photoionization cross sections of each atbimnain
the gaseous phase weighted by their abundances and taking into dlcealeyletion of

the elements into dust through the depletion fadter 8, ;,

Ogas = ) Az X az; x (1= ) X 9(Z,D) 59
Z,i
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where, A ;, = N(Z)/N(H) is the abundance in number of elem&ntvith respect to
hydrogen,a;; = N(Z,i)/N(Z) is the fraction of ions of elemeftthat are in ionization
statei, ando(Z, i) is the photoionization cross section of elenient the ionization state
i. For the computation of the photoionization cross sectioH,dhe fitting formula of
Band et al. (1993) was used. The cross sectionHtowas taken from a theoretical
evaluation (Yan et al., 1998) which was proven to have the cditéétrelation required
by non- relativistic quantum theory (Bethe& Salpeter, 1957). Fatlzer elements, the
photoionization cross sections are from Verner & Yakovlev (1995).

The contribution of the molecular phase takes into account only malecula
hydrogen because of its large abundance relative to other molecules,

Omolecules = AH2 Oy, (3.4)

The cross sections reported by Yan et al. (1998) were useq, fowilms et al. noted
that the cross section of molecular hydrogen,is~2.850, (as opposed to previously-
assumedoy,~20y). In regions where molecular hydrogen is an important factor to
absorption, this increase iay,would result in an increase ity over previous
estimates.

For the grain phase of the ISM, the grains were assumed to becaplief
radius,a) with a size distribution given by (Mathis et al., 1977)

dng,(a) o 4-35 (3.5)
da

where a,,in < a < anqe, and the grain size ranges from 0.025 to Qu#b (Draine &

Lee, 1984). The grains were assumed to be “fluffy” wits 1 g cm™3. Also, Wilms et
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al. assumed the grains to be chemically homogeneous with eEagaw&oss sectiofw)
and an average column dens{iy). Since the grains are partly transparent to X-rays,
their absorption cross sectiod,,,;,s is smaller than their geometrical cross section,

— 2
Ogeom = A%,

“dng, 3.6
Ograins = ¢ gj; n‘Zi—a@Ugeom x[1- EXP(—(O'XN))]dG, (3.6)

where, ¢ 4 is the number of grains per hydrogen atom along the line of sight.

As can be seen from equation 3.3, the abundances of elements enter into the
calculation of the cross section. Wilms et al. adopted sub-soladaibces because
recent abundance measurements outside our solar system backute giitower ISM
abundances compared to the solar abundanceg, Foand O, they used the values of
Cardelli et al. (1996) and Meyer et al. (1997,1998) respectively, Vidilall other
elements, they used the abundances from Snow & Witt (1996). For shefr¢he

elements where there was no abundance suggested by these amhelvandance of

70% solar was used, Table 3.2.

Table 3.2
Solar, ISM abundances and depletion factors in the ISM

Element Solar ISM 18,
1H 12.00 12.00 1.0
2 He 10.99 10.99 1.0
6C 8.60 8.38 0.5
7N 7.97 7.88 1.0
80 8.93 8.69 0.6
10 Ne 8.09 7.94 1.0
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Table 3.2, continued

Element Solar ISM 18,
11 Na 6.31 6.16 0.25
12 Mg 7.59 7.40 0.2
13 Al 6.48 6.33 0.02
14 Si 7.55 7.27 0.1
15P 5.57 5.42 0.6
16 S 7.27 7.09 0.6
17 CI 5.27 5.12 0.5
18 Ar 6.56 6.41 1.0
20 Ca 6.34 6.20 0.003
22 Ti 4.93 4.81 0.002
24 Cr 5.68 5.51 0.03
25 Mn 5.53 5.34 0.07
26 Fe 7.50 7.43 0.3
27 Co 4.92 492 0.05
28 Ni 6.25 6.05 0.04

* Solar abundances of Anders & Grevesse (1989).abhmdances for C
and N were updated using the results of Grevessd. €t1991) and
Grevesse & Noels (1993), respectively. The solamdance of Fe is of
Grevesse & Sauval (1999).

The result of computing;s,, is shown in the inset of Figure 3.11. To emphasize
the deviation from th& =3 relation, the y-axis was set #gs,, E~3. From this plot, one
can see how each element contributes; §. For energies above 1 KeV, “metals” such
as Si, S and Fe play an important role in the probability of alisorpihile below 1
KeV, C, N, O and Ne are the important absorbers. The contributiéh4of{e is also
illustrated in Figure 3.11. As can be seen, the contributidih ®fHe is very limited at

high energies and is important only in the low energy regime.
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Figure 3.11 The contribution of the different elements dihd- He to the absorption of
X-rays per hydrogen atom using sub-solar metallicities (Wilnas.e2000).
3.4.3.1.2 Galactic column densitiesny g4

As a refinement, we decided to use the Galactic column deresttiested from
the Leiden/Argentine/Bonn Galactig; survey (LAB) (Kalberla et a., 2005) instead of
those from the DL survey. This is because the LAB survey is kriowre the most
sensitive Galactié; survey to date. LAB has also gone through intensive strayiadiat
correction which makes it more reliable than the DL survey. Howéedore using data
from the LAB maps, we wanted to check whether the values fromwmABemaps are
comparable to the values from the DL maps. In Figure 3.12, we pltitedatues of

nyga €Xtracted from both maps for our sample of 75 GRBs. Whg,; value of the
position of interest was calculated based onrthe,, values of the nearest neighbors.

The FTOOL ‘hh” uses aninverse square weighted interpolati@igorithm which is

based on the assumption that the value of an unsampled point on a suage/ef
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randomly distributed sample, is the weighted average of the knownswaitlen the
neighborhood, and that the weights are inversely proportional to the dstaatween
the predicted location and the sampled locations (Shepard, 1968). As saanbffom

Figure 3.12, there is onlystight systematic difference between the two sets,of ;.
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Figure 3.12 A comparison between the galactic column density from the LAB gurve
and DL survey for our sample of 75 GRBs. The dashed line reprdbentondition
whereny gq; [LAB] = ny gq;[DL].
3.4.3.2 Host Absorption

There are many unknown variables that control the X-ray absorption in GRB host
galaxies, the most important of which are the unknown abundance$eamt®pletion
factors. The low luminosities of GRB host galaxies suggestttimtabundances are

generally low (e.g. Kewley et al., 2007). However, we do not hdwengicture of how

low is low. Savaglio et al. (2006) have found that there is a reédshdflution in
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metallicity based on afterglow spectroscopy of damped Lymaystems (GRB-DLA)
which complicates things even more. All we could do for now is to asstonstant
abundances which are lower than solar. The weak metallicity evolaepicted by
Savaglio et al. (Figure 3.13) shows that the metallicity hovieositalog(Z/Z)) ~ -0.5.
Consequently, we assume for now (until we explore metalliciieshapter 5) that the
GRB hosts have abundances of Wilms et al. (e.g. [} -0.24). We also adopt the
depletion factors of Wilms et al. as abundances and depletion ofotinesponding

elements into grains are interconnected (Sofia et al, 1994).
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Figure 3.13 Metallicity evolution. Filled circles and triangles are afigtities of GRB
host galaxies, whereas filled squares are metallicitiesRB-GLAs. The open squares
are metallicities of QSO-DLA systems (Savaglio et al., 2008)
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Another important factor to host absorption is the amount of molecutiodpsn
as this contributes to the total photoionization cross section. Ranatysis of GRB
afterglow spectra shows a deficit in the molecular hydrogen Tumlinson et al., 2007).
This could be due to the strong GRB radiation field which could disassanolecular
hydrogen clouds. We therefore assume no molecular hydrogen when we fit our data.

Dust also contributes to absorption. The size distribution of dust gféscssagas
accretion onto dust and therefore influences the depletion processowdor the
fluffiness of the dust grains -which we are not sure about- afdxgorption too (Krugel,
2008). This is because the surface area of a fluffy (porous) dirsigtarger than a non-
porous dust grain. Again, since our knowledge of dust properties in GR8iaqxtor,
we adopt the MRN distribution of dust (Mathis, Rumpl & Nordsieck 19%d)assume

fluffy grains of density ~ 1 g cth
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CHAPTER FOUR

ABSORBED XRT AFTERGLOWS AS PROBES TO GRB ENVIRONMENTS

4.1 Intrinsic Column Densities

As we go back in time towards the higher redshift universesxpect galaxies to
be smaller and less-evolved in many aspects compared to thxéegale observe at
lower redshifts. Recent observations support galactic size-evolaotiaraiing that high-z

galaxies are more compact in size and that the size evolMesvif an average

1+ z)_l'05 scaling (Bouwens et al., 2004). Thus, if we assume that the denshg of
irregular GRB host galaxies increases as they evolve in(@gzenore gas and dust is
accreted into them), then we expect the measured column detwsiggkibit a similar
evolutiontrend (i.e. increases as the galaxy becomes more evolved)s Isetttion, we
examine the cosmic evolution of the intrinsic hydrogen column densildch we
measure from the X-ray absorption in the XRT afterglow speWe.develop a Tool
Command Language (TCL) script to fit the spectra of ourpgarof 75 GRBs. The
intrinsic hydrogen column densities;; ;,, that we obtained from the fits are listed in

Table 4.1 and their relation to redsh#fis illustrated in Figure 4.1.
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Table 4.1
Intrinsic hydrogen column densities from fitting

GRB N Error (+) cstat d6t GRB n i Error(x) cstat  d6f
50319 0.1142 0.2179 252.50 259 051109A 0.9901 0.2606 258.33 272
50401 2.1752 0.3956 162.30 179 51111 0.8389 0.2022 97.64 96
50505 25163 0.4056 317.20 309 60115 2.0061 0.5389 206.36 256
50603 0.6196 0.3481 114.42 141 60124 1.0322 0.1495 364.76 359
50730 0.1722 0.1939 711.76 560 60202 2.2078 0.1642 211.05 207
50814 0.7479 0.5449 241.87 279 60206 2.1223 1.4155 43.63 33
50826 1.4005 0.1423 97.65 82 60210 2.7721 0.3344 393.67 376
50904 1.1733 0.8330 410.09 369 060223A 4.3066 1.9328 52.03 67
050922C 0.5289 0.2011 168.71 179 60418 0.5718 0.1515 90.65 116
051016B 0.8088 0.1261 175.92 152 060502A 0.4363 0.1307 133.05 138
060510B 2.6915 1.6274 79.04 74 70802 2.2419 0.4519 35.23 47
60512 0.0770 0.0570 54.15 44 070810A 1.0195 0.2782 84.33 102
60522 3.3976 1.8368 75.04 88 71003 0.3912 0.1731 149.93 149
60605 0.5304 0.4407 194.75 226 71031 0.4839 0.4450 47.88 74
060607A 0.4709 0.1492 668.96 491 071112C 0.0970 0.0711 165.19 164
60614 0.0249 0.0134 278.19 259 . 71117 1.8212 0.2823 55.37 91
60707 0.1152 0.4975 120.82 103 71122 0.1979 0.0914 139.25 140
60714 1.6397 0.4171 158.23 150 80210 2.4651 0.3427 112.05 101
060904B 0.5757 0.1142 124.20 129 080319B 0.1352 0.0333 273.80 312
60906 3.7074 1.2826 106.01 96 080319C 1.1442 0.1770 253.90 265
60908 1.1375 0.5149 4494 53 80330 0.1686 0.1170 100.87 119
60926 6.6264 2.6403 31.60 33 80411 0.6697 0.0417 446.57 440
60927 1.4510 2.3221 47.02 67 080413A 1.0166 0.7167 24.54 45
61006 0.4980 0.1214 26.67 34 080413B 0.3794 0.0514 285.17 296
61007 0.7809 0.0906 211.46 231 80430 0.5037 0.0468 249.72 256
061110B 1.0000 0.2009 27.60 27 80520 2.3328 0.3761 43.64 43
61121 0.8006 0.0717 361.74 343 080603B 1.1945 0.6129 51.55 51
61126 0.9253 0.0705 409.17 390 80604 0.1019 0.1569 87.59 94
061222B 8.7078 4.6111 58.16 51 80605 0.9491 0.2345 137.59 140
70110 0.1401 0.1089 288.32 268 80607 3.7852 0.4567 191.21 204
70208 0.8990 0.1742 89.23 78 80707 0.5492 0.1943 70.83 75
70306 3.4703 0.2301 368.99 336 80710 0.1723 0.0560 164.92 174
70318 0.9690 0.0936 242.85 234 80721 1.3577 0.1955 325.05 337
70411 3.4070 1.5282 75.93 69 80804 0.3214 0.1734 167.48 190
070419A 0.5851 0.2014 26.71 34 80805 1.9668 0.4422 64.59 50
70506 0.3693 0.4321 37.33 42 80810 0.6308 0.3747 180.75 170
70529 5.1129 0.7248 119.80 111 80913 54350 2.6825 65.48 51
070721B 0.3850 0.5220 237.80 201

D ntrinsic column density in units of ¥ocm?
@ Degrees of freedom
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nH, int {10%em ™

Figure 4.1 Relationship betweeny i, obtained from fits and redshift on a linear scale.

Figure 4.1 shows that at higher redshifis,i,; tends to increase. A clearer
illustration of this potential correlation between z amg.; is plotted in Figure 4.2 as
log(ny,in)) versus log(z). This is very interesting, because accortiingalactic size-
evolution we discussed earlier, we expect the two variables ta@ntiate instead.
Before we investigate how strongly these two variables coweeyhave to check for
normality of the data in our sample. Carrying out a Shapird-¥&8t on the redshift set
gives a “Prob<W” value of 0.00155. At the 0.05 level, this value teltatshe redshifts
are not significantly normally distributed (Figure 4.3). Since #ushift distribution of
our sample is not normal, we should use a non-parametric testlyaeatiee correlation.
Here, we use Spearman’s rank correlation test. The testagio@selation coefficient of
r< 0.43887, which means that the covariance betwgen and z is ~44% as strong as it

could possibly be.
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Figure 4.2 Relationship between lag,i,x and log z. The solid curve is based on the line
from Grupe et al. (2007) and it marks tiedshift limit above whiclan intrinsic column
densitycan be detected the XRT
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Figure 4.3 The non-normal distribution of z. From the histogram we see tat t
distribution is skewed towards lower values of z. The sample hasaa of 2.37 and a
standard deviation 1.44

Although weak, there does appear to be a correlation aften &ct, there are many

factors which could have given rise to suchagparentcorrelation. Here, we discuss

three possible factors:
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e First, what we measure as intrinsic column density might notdyelynintrinsic
to the local host after all. This is because intervening syste the line-of-sight
between us and the burst might contribute to absorption. Thereforewehat
measure is actually the combined effect of absorption from the amaok any
possible absorber towards the burst. For high-z (i.e. distant) burst&)ekod-
sight to the GRB is likely to contain more intervening maitesbdrbers than
would for a closer burst, and hence the measured column densities would be
higher for high-z bursts.

e Second, the few host galaxies of thgh-zbursts in our sample could be outliers.
For instance, if these hosts were disk-like and were orieligel@ as we view
them, then the X-ray radiation from the GRB would experience @laserption
(and hence a higher column density) as it traverses the dadfone it reaches us.
Another cause is chemical abundances on which absorption is highlydeaepe
There is still no definite relationship between abundances and tedistwiuld be
that the abundances are not correlated with the look-back timealfteut are
instead totally random. That is, high-z hosts could be of low —or gqlualy-
high abundances. This randomness would apply to low-z hosts as welthia s
scenario, if the few high-z outliers were to have higher abundénaesve used
to fit them, then the tail of the log{;n;) vs. log(z) plot would shift up as in Figure
4.2. This is because using lower abundances than the true high abunvdaudes
require higher columns to account for the absorption feature.

e Third, the correlation could be intrinsic.
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Before we discuss the third option, we compare our results with ths Grupe
et al. (2007), who carried out a similar analysis using only tHesaXRT data available
from Swift. To fit the data, they used a powerlaw and one absorptioporant to
account for both the Galactic and host absorption. They wanted tbaestxcess of the
Galactic absorption column densitng = Nyt — NHga) could be used as a redshift
indicator. They found an observational relation between the excesptasa@olumn
densityAny and the redshift but attributed it to an observational artifact. In their sampl
few bursts (~18) had almost no excess absorptionn{i.glay within the error bars of
Nuga) aNd hence they concluded that an excess absorption for a high-sluettcted
only if the burst has very large intrinsic column densities to conaperisr the reduced
absorption because of the shift of the spectrum outside of the tétectage of the
XRT. They also took a step further and calculated the intrinsic coldemsity (by
shifting Any to the source frame). They found that a plohgi: and z would show a
similar trend to ours but with the 18 bursts having zero intrirgignen density for the
same observational artifact (Figure 4.4). The reason we did néhegs zero intrinsic

columns might be due to the following:

¢ We chose different abundances for both the Galaxy and the host. Grupe et al. used

solar abundances, whereas we used the sub-solar abundances ofeWéms
Obviously, the use of high abundances (i.e. solar) would require sinéfiesic
column densities to fit an absorption feature.

e Grupe et al. used the earliest XRT data available from Swafly XRT data are

notorious for flaring activities and hence are prone to speswa@ltion. At the
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beginning of an X-ray flare, the hardness ratio increaseply, peaking before
the flare itself peaks and then drops gradually during the ret$teoflare and
finally returns back to the same level it had before the #@arerged (Burrows et
al., 2007). Since a higher hardness ratio means a shallower (Ipeetasd index,
and since the fitted value of; i is correlated to the spectral index (Schady et al.,
2007), the presence of a flare (lower spectral indices) wouldt rigs lower
measured values ok i which could explain the almost-zem i, Grupe et al.

obtained (Figure 4.3)
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ca

||||||||||I||||||||||||||||||
IR I S U I N U AT \ T ST SN N A A O

1 § //'
} % b= 3 L~
Pl -
0 I 1 ! II : 1 I ‘“L'./l‘l ! II : I‘ }I II I} I L 1
0 2 4 6
Redshift z

Figure 4.3 (Grupe et al., 2007) The intrinstolumn density with redshift. Thdashed
line marks theedshift limit at whichan intrinsic column densityan be detected ihe
XRT
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In our sample, fewer GRBs had intrinsic colunftseto the Galactic columns

(Figure 4.4). The intrinsic column densities that we measured from the fits dghene

range 0.025 — 8.718 x¥cm?.
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Figure 4.4Excess of column densities above Galactic.

In Figure 4.2 some of the data points crossed the curve whielsesl lon the line

suggested by Grupe et al. (2007). This might be because the cujv& B rough

approximation of the proportionality relatiay « (1 + z)z'4 (Watson et al., 2008).
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CHAPTER FIVE

SIMULATIONS AND PARAMETER RECOVERY

Since our knowledge of GRB host abundances is still uncertainntaéeed
intrinsic column densities from the fits are therefore unredialol the following sections,
we show how the choice of wrong abundances results in an inaccetatmidation of
intrinsic columns. We also test the idea of parameter recavieey two parameters are
allowed to vary during a fit by fitting simulated low- and Hrguality XRT spectra.
Finally, we apply this method togold sampleof real XRT afterglow spectra to measure

GRB host abundances and test the notion of chemical evolution.

5.1 Using Wrong Abundances

Usually, when afterglow spectra are fit, solar abundances sswema&d. This
assumption would result in inaccurate intrinsic columns since the aimesddand
depletion factors) go into the calculation of the photoionization cestsons of both the
Galactic ISM and that of the circumburst environment. Here, lvoevsan example of
how the use of solar abundances (for the Galaxy and GRB host) worddthei fitting
algorithm to converge to the wrong solution. We simulated 10 spectra Bsisgon
statistics with exposure time = 6 ¥1€econds and parameter values as shown in Table
5.1. To simulate the spectra, we used the latest redistributioix ifiRi¥tF) and ancillary
(ARF) files from the HEASARC CALDB and set the abundancesttier Galaxy and

GRB hosts to that of Wilms et al.. Next, we fitted the sitedaspectra using solar
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abundances for both the Galaxy and GRB hosts. We found that in only 2/10caké&se
(spectrum #6 and #10), the true intrinsic column densities happened vatfatl the
90% confidence ranges from the fit. The intrinsic columns forekeof the spectra lay
outside of the 90% confidence intervals with percentage erroringafrgm ~15% to
40% (e.g. Figure 5.1). The percentage errors from the fits usiragthiened abundances
(i.e. Wilms et al.) are also listed in Table 5.1 for comparison.

Although the percentage errors we obtained using solar abundancesnatvere
dramatically bad, they would eventually when low-quality spect& @sed. The
simulated spectra were of relatively high quality (long exposare) compared to the
guality of our sample of 75 real GRBs. Table 5.2 shows the maximdrtha median of

the exposure time of the real GRBs along with other descriptive statistics

Table 5.1
Simulated spectra and intrinsic columns from fits using solar and Wilms et al

abundances
# Pholndex Wcaa z i Rea M Fi (90% conf. range)  %ertor %errof?
1 198 0.013 3.24 0.60 0.3619  0.2549  0.4704 39.68.53 9
2 1.76  0.044 290 2.17 1.4571  1.3598  1.5558  32.85.22 4
3 200 0017 4.30 2.50 1.5996  1.2373  1.9711 36.01.811
4 210 0110 0.70 0.57 0.3397  0.2869  0.3946  40.41.88 8
5 190 0100  1.60 0.44 0.2671  0.1938  0.3428  39.28.94 0
6 160  0.040 0.82 0.20 0.2088  0.1790  0.2392  4.38 .6010
7 1.80  0.011  0.94 0.13 0.1099  0.1047  0.1151 15.46.69 7
8 200 0020 3.10 3.80 24456  2.2537  2.6421 35.64.87 1
9 200 0040 084 0.17 0.1332  0.0986  0.1687 21.632.831
10 190 0.020 0.77 0.20 0.1751  0.1429  0.2080  12.482.05

@ The percentage error of when solar abundances are used.
@ The percentage error of when Wilms et al. abundances are used.
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Figure 5.1 The small square at nH = 2.5 *1@m? marks the assumed value for

spectrum #3. This value lies outside the 90% confidence range from the fit.

Table 5.2
Descriptive statistics for the exposure time of our sample of real GRBs

Mean Std Deviation Minimum Median Maximum

1.95E+04 1.64E+04 9.89E+02 1.58E+04 8.86E+04

5.2 Parameter Recovery in 2-Free-Parameter Fits

Since absorption is determined by the intrinsic column density aed t
abundances &{E)=l sourcd E) €™ ©) both of which are unknown, it makes more sense
to allow both parameters to vary during a fit. However, if wevalboth parameters to
freely vary, the output of the fit would be non-unique as differemhbsnations of
intrinsic column and abundances are possible to describe a given absorpticn feate

repeat the fit multiple times nevertheless, a certain combmatight be more likely to
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repeat compared to the rest of the possible combinations. If we #hemate the
frequencies of the bivariate data using 2-D frequency binning, astdth® result as
frequency contours, then the true solution would probably lie somevdese to a
“mountain top” on the contour plot. Consequently, a comparison between the vélue
the intrinsic column density and the abundances at this mountainittopher assumed
values would give us an idea of how good was the recovery of the fit parameters.

Although the main purpose of this recovery test is to check the myco¥ehe
intrinsic column density and the abundances (CASE 1) assuming knowmft,etigo
other cases are also considered for completeness. In CABE& tkst the recovery of the
intrinsic column density and redshift assuming known abundances. In A8 test
the recovery of the abundances and redshift assuming known intringrarcalensity.
We conduct the tests on two simulated spectra; a high-qualityrepe(16 s) and a low-
quality spectrum (6 x10s) (Figure 5.2). To simulate the spectra, we assumed the
following parameter values:

= Galactic abundances: Wilms et al.

= Host abundances (by number): 0.1 x Wilms et al.

» Redshift: 1.5

= Intrinsic column density: 10 in units of ¥&m?

For each of the three cases, we executed the fit 100 tirse®rithe high-quality
spectrum and then on the low-quality spectrum. The free parametre assigned
random initial values using TCL pseudo-random number generatorlistée the

discrepancy between the fit results and the assumed valyssraentage errors. The
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percentage errors, we should emphasize, are not precise and are used justdagigw r

how far the fit values are from the true ones.
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Figure 5.2 Simulated high-quality (back) and low-quality (front) spectra.

5.2.1 CASE I: Frozen Rdshift, Free Column and Abundances

For the high-quality spectrum, the percentage error in the abcegland column
were ~ 2.00% and ~0.27%, respectively. For the low-quality spectrunpeticentage
error in the abundances and column were ~17.00% and ~9.3%, respectivetjotThe
where the arrow is pointing is the assumed combination. Sometimest appears to be

very far away from the found solution because of the range of the scale.
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5.2.2 CASE II: Frozen Abundances, Free Column and Redshift
For the high-quality (low quality) spectrum, the error in thesewl and redshift

were ~ 0.2% (40.0%) and ~16.0% (53.3%), respectively.
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The solutions for the low-quality spectrum were scattered all thes contour
plot. This implies the need for another run, perhaps with a higher naiteds. Just as

expected, the maximum frequency in the contour plot resulted in high percentage error

5.2.3 CASE lll: Frozen Column, Free Redshift and Abundances

For the high-quality (low quality) spectrum, the error in the aburefamnd

redshift were ~ 9.00% (3.0%) and ~1.90% (13.7%), respectively.

High quality Low quality
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.j a -

0.095
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0.024
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0050
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5.3 CASE |, Revisited

As we see from the previous section, recovery of the original pheanalues
was quite exquisite for the high-quality spectrum and very goodhiriow-quality
spectrum (except in CASE Il (low quality) where a higher nundfeiterations was

necessary). Since these tests were aimed to check the vafidity method mostly for
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CASE |, it is important to conduct further tests before fittiegl spectra. For now, we

simulate only 3 low-quality spectra with parameter values as in the follovguage§.

Figure 5.3
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The contour plots for the above spectra are shown in Figure 5.6 and 5.7. The

intrinsic column densities and abundances are listed in Table 5.3.
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Figure 5.6 Left contour plot for spectrum in Figure 5Right contour plot for spectrum
in Figure 5.4.
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Figure 5.7 Contour plot for spectrum in Figure 5.5

Table 5.3
The intrinsic column densities (x¥&m?) and abundances (by number)

Figure # I-nRea Fl, contou AbundZea Abund:omou
5.30 9.40 124+15 0.10 0.10£0.03
5.40 3.20 2.34 £0.20 0.10 0.18 £0.10
5.50 5.80 5.50+£0.75 0.10 0.18 £0.15

The previous results for the simulated low-quality spectrawet so bad. It is
now time to try the method on real spectra. However, only a subdet ehtire sample

that satisfies certain criteria are chosen. We call this subset theagubtes

5.4  The Gold Sample
The real spectra that we chose to be in our gold sample hadsty wad criteria:
First, the exposure time should be around 6*s1@vhich is the exposure time we used in

the low-quality simulation) or higher. Specifically, we chose gpectra with exposure
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time greater than 4 x1®. Second, the spectra should exhibit no spectral evolution as
indicated by inspection of the temporal behavior of their hardnass (Butler &
Kocevski, 2007). For XRT data, the hardness ratio is defined aattbef counts in the
1.3-10 KeV band to the counts in the 0.1-1.3 KeV band. The average hardne&w ratio
most afterglows is 1. Unfortunately, only 6 GRBs satisfied bothr@i These GRBs are
GRB 050505, GRB 050603, GRB 050730, GRB 050922C, GRB 061126 and GRB
080413B. The harness ratio plots for two of these GRBs are showguie 5.8, and the
corresponding contour plots are shown in Figure 5.9. Unfortunately, whéi BB
050730 and GBR 080413B, the fits lost their way and pegged at the upfiee set

for the abundances (10 Wilms). We therefore exclude these two @&Bsour gold
sample. The gold sample did not include high-z GRBs as those hadghosure times
from 1-2 x18 s. However, we included two high-z GRBs, namely GRB 050904 (z=6.29)
GRB 060522 (z=5.11) to help us test the evolution of the abundances. Woriher

emphasize that the abundances and intrinsic columns for these GRBs are waynunce
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Figure 5.8 Hardness ratio plots for GRB 050603 and GRB 050922C
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Figure 5.9 Frequency contour plots for GRB 050603 and GRB 050922C

Table 5.4
The abundances (by number) and intrinsic columns*ctf?) for the “gold” sample
GRB z Nihs  109(Z1Zu)™” D in
050505 4.270 4.0640 0.3290 0.9410
050603 2.821 0.2990 -0.8043 2.0160
050904 6.290 0.0199 -1.9811 7.9850
050922C 2.198 0.1854 -1.0119 2.6450
060522 5.110 0.4488 -0.6279 6.6480
061126 1.159 4.0490 0.3273 0.2933

@ Taken relative to Si, i.e. [Si/H]

When our results (Table 5.4) for the metallicities are comp@ar¢iaose obtained
by Savaglio (2006), we find that, using a totally different methodydhkelts are quite
similar (Figure 5.10). The metallicities found by Savaglio efe€GRB-DLA systems
obtained from spectroscopic studies of absorption lines. Savaglio suggedis ganhple
of 9 GRB-DLAs shows a weak redshift evolution. She finds that ttemadi correlation

can be described by:
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logZ/Zg = (—0.18 + 0.1)z + (—0.19 + 0.34)
, Whereas our gold sample was best fit by:

logZ/Zg = (—0.25 + 0.19) z + (0.29 + 0.76)
which turns out to be consistent with the linear relation found by Savaglio caongithes

error in slope and intercept.

®  Savalgio (GRB-DLAS)
3 Gold Sample
Linear (Gold Sample) : Log (Z/Zsun) = (-0.25 #0.19) z + (0.29+0.76)

Log (Z/Zsun)
= o
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=al
®
—e—
o
o
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Figure 5.10 The circles are the metallicities from Savaglio (2006). ffiaagles are the
metallicities for the gold sample.

When the intrinsic column densities are plotted against redshyiwrg5.11), we
find that the intrinsic columns increase with redshift. The limekation can be described
by:

Ny it = (1.37 + 0.45)z + (—1.56 + 1.83)
We have also plotted the line by Grupe et al. (2007) which marksrihéelow

which intrinsic column density cannot be detected by the XRT. @meot be decisive
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about the presence of a column evolution as more data of higherti®/Hrearequired to

conduct further tests (also see conclusion).
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Figure 5.11 A plot of the intrinsic column density against the redshift fritve gold
sample. The line is from Grupe et al. (2007) that marks the df@blumn detection by
the XRT.
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CHAPTER SIX

DISCUSSION AND CONCLUSION

Photoelectric absorption in XRT afterglow spectra has proven @ f@wverful
tool to look into some of the properties of GRB host galaxiesnByyeacting a sample of
75 LGRBs, we found aapparentcorrelation of intrinsic column density with redshift.
This correlation runs counter to what we already believe abow@vtiiation of galaxies.
If the correlation were of the “real” intrinsic hydrogen cofundensity, then the
correlation would make sense. This is because the early univassenare abundant in
neutral hydrogen gas and being the fuel of star formation, néwytabgen would get
depleted with time as more star formation takes place. Howeweat we measure
through X-ray absorption is rather the equivalent hydrogen columntylevisch is a
measure of the overall absorption from the metals. This, along hetHact that the
correlation was found to be rather weak~r0.44), suggests that the evolution of the
equivalent intrinsic hydrogen column density is in fact very improbdlsie correlation
we found could be a by-product of selection effects or the presewcgliefs. In chapter
five, we found that —assuming successful parameter recoveryapparent intrinsic
column density evolution based on the gold sample was even tightervéto{besides
the previous argument) the sample size was very small and rsgimieh conclusion
about a possible column evolution cannot be drawn at this level.

We also found that the metallicities of LGRB host galaxidsibet a redshift

evolution. This anti-correlation is consistent —considering the errslope and intercept-
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with the linear relationship derived by Savaglio et al. from GRB\ systems. Some of
our data points showed above-solar metallicities however. This dmildue to a
systematic error in our method of measuring the abundances &®egitfit line runs
almost parallel to the data points by Savaglio et al. (if tighdst-z point was to be
excluded) but with a different offset. Although this anti-correlatiormetallicity with

redshift is what we were expecting, the evolution is shallow hadetrors are rather

large, hence one cannot be conclusive about the presence of an evolution.
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Appendix A

Reduction of XRT Spectra; Spectrum of GRB 080319

In this appendix, we show a quick example of howTX&oectra in Photo
Counting (PC) mode are reduced in this work. Agxample, we use tHirst-orbit data
of GRB 080319B. After the XRT data are download®ainf theHEASARC data archive,
the data are pomssed through the XRTPIPELINE. The XRTPIPELINHed with the
UVOT enhanced position published by 'swiftteam and only events with grades in
range 012 are selected to obtain better specquality. The output cleaned event file
then used to extract a lights#rve with uniform tim-bins of 5 seconds. If the corrate
jumps above ~0.7 counts/second as in our case @ig-1), the lighteurve is ther

considered to be at risk of f-up (Kim Page, XRT training at Leicester Univers

RATE count/s

1 1 : ) 1
5000 10* 1.5x124
TIVE =

o

Figure A-1 Light-curve of GRB 080319B (one orbit) prior to |-up correction. Thu
countyate is too high signaling a definite f-up.
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To estimate the amount of p-up, XIMAGE is used to determine where !
observed Point Spread Function (PSF) deviates the swift PSF with no pil-up. The

swift PSF can be modeled by a king funct

where, forswiftt ~5.8 and ~1.55 (Moretti et al., 2005). The observed PSF |&
(Figure A-2,botton) is fit with the king function only out in the wings (FiguA-3, top)

where there is no pilep (starting from ~25 a-seconds outwards). The fit is th
extrapolated back to the center of the observed #8fite (Figure £-3, botton) and the
radius at which theata start to deviate from the model is considévdak the outer edc

of the pileup region (starting from the cor
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Figure A-2 Top: The Encircled Energy Fraction (EEF) ebottom the observed PS
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Figure A-3 Top: The king model fit to the obrved PSF profile out in the wing
Bottom:Extrapolation of the king function to small ra

Using DS9, an annulasource region is then created with an inner rac
determined from the pilap analysis (~15 a-seconds) and an outer radius that dep

on the countate of the source (~70.8 -seconds), Table A-(Evans et al., 2007

Table A-1 Extraction radii based cSource count-rate, R

Countrate, R (counts/secor Source radius in pixels (aseconds
R>0.t 30 (70.8)
0.1<R<0.5 25 (59.0)
0.05<R<0.1 20 (47.2)
0.01 < R<0.05 15 (35.4)
0.005 < R<0.01 12 (28.3)
0.001 < R<0.005 9(21.2)
0.0005 < F< 0.001 7 (16.5)
R < 0.000! 5(11.8)
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An annularackgrouncregion around the source with an inner radius opi&éls
(=142 arcseconds) and an outer radius of 110 pixels (~2€-seconds) is also create
In case serendipitous sources are found closeedi¢hd of the GRB (which can [
detected using the slidingell method in XIMAGE, with a source search -size set to
18 image pixels, and a sig-to-noise acceptance threshold of 4), the outer raafitise
source region plus both the outer and inner radihe background region are tuned
avoid any cotamination by these sources. The region files lage tead into XSELEC
to generate regiofitered source and background li-curves and spectra (Figure-4).
In case of obvious instrumedriven saturation in the counts, the lighirve of the GRE
is timefiltering (by cursor) and a new spectrum i-extracted with the new Good Tin
Intervals (GTIs) in use. To correct the source spet for the loss of counts caused
the use of an annulus, an Ancillary Response FAIRF) is built using the FTOO

XRTMKARF with PSF correction applied to account fack loss

L
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Figure A-4 Source left) and backgrouncright) spectra of GRB 080319B.
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To correct for the loss of flux due to the source being positionedhoh @lumn
(generated when the XRT CCD was hit by a micrometeoroid arntieof May 2005, or
hot columns caused by cosmic rays), an exposure map is produced and imgrd &
XRTMKARF. The source spectrum is then grouped with its background spectrum, ARF
file and the most recent Redistributed Matrix File (RMF)@RPPHA. Unlike the ARF
file, the RMF file is orbit-independent and can be found in ghaft CALibration
DataBase (CALDB). The spectrum is also binned in GRPPHAdbasea minimum
number of counts per bin,f. For this spectrum, £,=15 was used. The binned
spectrum was then read into XSPEC v12.4 Before plotting the spectrum, the bad channels
(marked as “bad” bgwift) are ignored. We also ignore the data out of the energy range
0.3-10 KeV. The Spectrum is then plotted on a log scale (Figure A-5). The specnum fr
the online spectrum repository is then re-binned with, €15 (Figure A-6) and

compared to the manually-extracted spectrum.
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Figure A-5 Reduced spectrum of GRB 08031
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Figure A-6 Spectrum of GRB 080319B from Evans et al.’s onligositor

" http://www.swift.ac.uk/xrt_curve
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Appendix B

Bin Size and the C-STATistic

Before fitting the spectra of the GRBs, the spectra were thirma way such that
there is a minimum number of counts in each Gip,. To investigate how the choice of
Cmin could affect the estimation of the intrinsic hydrogen column densjty,,, two
spectra both with assumedy ;,,, = 0.11 x 10*2cm™2 were faked using XSPEC's
“fakeit’ tool. The first fake spectrum was highly-resolved, whereassteond fake
spectrum was of a lower quality. The high-quality spectrum was binne@wjthanging
from 1 to 20. Each binned spectrum was then fit to the adopted model graghaof

Ny ine VErsusCmin Was plotted (Figure B-1).
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Figure B-1 For the high-quality spectrum, the obtainegd;,, values (circles) did not
deviate much from the assumed value (dotted line). The goodness-lfiés (triangles)
were very close to 1, indicating a very good goodness-of-fit regardless didkerC..
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The same procedure was applied to the low-quality spectrum (BgR)yeAs can
be seen in Figure B-1, the induced valuesngf;,,; (circles), did not deviate much from
the assumed value (dotted line) for the high-quality spectrummeder, the spectrum
was Cp-invariant, meaning that whateve&,,,, we chose to bin the spectrum, we could
still maintain a good estimate of; ;,, with a very good goodness-of-fit (triangles).
However, in the case of the low-quality spectrum, the induced vefugg;,, fluctuated
about the assumed value at |®w» and were nullified (resulting in bad goodness-of-fits)
at larger values o€, (@aboutC,,;, > 5). This was expected, as binning with laggn
values would inevitably erase information from a low-quality specffianour case the
absorption feature at low energy) and would result in a bin-biasiedaés of parameter

values (hereny ine).
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Figure B-2 For the low-quality spectrum, the obtaineg;,, values (circles) along and
the goodness-of-fits (triangles) were far from satisfactorgfgy = 5.
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Based on the previous two simulations, we chose to initially bin #leLspectra
in our sample of GRBs with {= 5. For the very low-quality spectra, a smaller value of
Cmin Was used. To back this approach of choosipg, < 5, a real low-quality spectrum
was tested (Figure B-3). Although the true valuengf;,, is not known, thebest
goodness-of-fit values were obtained ©y,;,, < 5. Just as we had very low-quality
spectra in our sample, so did we have a few spectra with réfadtigh quality. Although
the bin size does not affect the induced valuegf,; for high-quality spectra, these few

very high-quality spectra were re-binned just to speed up the fitting process.
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Figure B-3 Real spectrum of GRB 050826 (low quality), binned with diffe@pt. The
goodness-of-fit (triangles) were best (closest to 1Lfqr < 5.

The majority of the spectra in our sample were binned @jifh= 5. Having such
low counts per bin (i.e. non-Gaussian distribution of counts per bin) migkemr a

problem when minimization statistics based on Gaussian distribudang{) are used.
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Using the wrong statistics could result in a biased estiofaee parameters of interest.
To solve this, we choose a minimization statistic that takesaictount the Poissonian
nature of the low-count afterglows. A statistic that is appraptiatthe Poisson regime
was first described by Webster Cash (Cash, 1979).

The Cash statistic is derived from the probability of obserflingounts in bin
for the expected meaM; (calculated from the Model). In the Poisson regime, this is

equal to:

M;Pi =M B-1
D;!
The total probability for a collection of bins each with a Poissodistribution of counts

D; and a meaw; is hence given by:

p= H—MiDi e B-2
. D;!
The Cash statistic is then found by calculating the quantitygP and dropping the

factorial term:

C = —2logP = ZZ[Ml- — D;logM;] B-3
i

The factorial term in equation B-3 —which is constant- is droppeduse we are
only interested in the minimum value 6f, instead of its absolute value. The Cash
statistic, Cash argues, will have a probability distribution jewhen the number of
counts in each bin is large. This means that the Cash statistibe used regardless of
the number of counts in each bin. XSPEC implements Cash statisticsa slight

modification to equation (B-3) so that one can assign the Casstistat approximate
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measure of goodness-of-fit. The implementation in XSPEC is referred @st™and is
given by:
Cstat = ZZ[Mi — D; + D;(logD; — logM;)] B-4
To investigate the imprc:vement gained by using the corredtgtatie. Cstat, the

spectra were fit using botff and Cstat. The goodness-of-fits from each statistic (the

reducedy? and Cstat/dof) were then plotted for visual comparison (Figure B-4).

Comparision betw een Chi-square and CSTAT for our sample of GREs
25

i —- Chisquare
20 i — Gt

Goodness of Fit (best=1)

0.0

GRE ordnal 1T
Figure B-4 The goodness-of-fit using (dotted line) and Cstat (solid line) for 75 GRBs.
The closer the goodness-of-it to the value of 1, the better is the fit.
Figure B-4 shows that the values of the goodness-of-fit obtainedgiithe use
of Cstat (solid line) are fluctuating more tightly around the themiéy best goodness-
of-fit value; 1 than the values of the goodness-of-fit fromyfreatistic (dotted line). In

fact, in 69% of the cases, Cstat gave a better goodness-of-fit thafi did

72



Usually, a good diagnostic for the existence of a problem when ydirggwhen
the best-fit model is biased downwards relative to the data @4rn2008). To
demonstrate this, we use the spectrum of GRB 050908 (ordinal ID = %).GRB
experienced the maximum difference between the redif@ed Cstat/dof (highest spike
in Figure B-4). When the spectrum was fit usjfigthe calculated spectrum showed a

downward bias around the energy range 1.5-2.2 KeV (Figure B-5).
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Figure B-5 Best-fit model using statistic for GRB 050908. Notice the bias in the
rectangular regions where the datal®vethe best-fit model.

*XSPECwiki, https://astrophysics.gsfc.nasa.gov/X SREKi/
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Figure B-6 Best-fit model using Cstat statistic for GRB 050908. Noticeetli®no bias
anymore in the regions enclosed by the rectangles.

The data in this region were above the calculated spectrum.sThecause the
variance which enters into the calculationyfis estimatedrom the data, so if the data
within a bin happened to vary in a downward manner, such as in oyrtlcasethe
variance would give more weight #6than if the data varied in an upward manner which
would result in a downward bias in the best-fit model. When Cstased, the bias is

minimal (Figure B-6).
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