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Figure 3.5 Quadrotor training stand 
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Results 

 

The attitude controller shown in Figure 3.6 was tested in a room to check whether 

the quadrotor can autonomously control its orientation with thrust being provided by the 

joystick slider. Once the quadrotor reached hover thrust, the readings of the orientation of 

the quadrotor were noted. Other tests were also done to check the attitude stabilization. 

The quadrotor was given a sine wave as desired angle input at several different 

frequencies to check its response.  

 

 

 

Figure 3.6 Attitude Controller 
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Hover Test 

 

The quadrotor was hung with a flexible rope and thrust was given to make it 

hover without using the ropes as support. The desired angles in this case are all zero, and 

as such the controller works to achieve it. 

After preliminary testing, the quadrotor was tested with gain values of 

[ 4 4 4]pkΘ = , [ 0.97 0.97 0.97]ikΘ =  and [ 0.15 0.15 0.15]dkΘ = . At these values it was 

observed the roll, pitch and yaw had a maximum variance of ±5 degrees, with most 

angles being within ±4 degree range as shown in Figure 3.7. There as a lot of position 

drift as there is no position control implemented, which caused the quadrotor to drift 

about its mean position. 

After testing several gain values, the gain parameters [ 5 5 5]pkΘ = , 

[ 0.97 0.97 0.97]ikΘ =  and [ 0.11 0.11 0.11]dkΘ =  were found to give the best 

performance for the quadrotor as shown in Figure 3.8. At these values, the quadrotor had 

minimal drift in position and kept the roll, pitch and yaw angle error within ±2 degrees. 
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Figure 3.7 Plot of yaw, pitch and roll angles with initial gains 
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Figure 3.8 Plot of yaw, pitch and roll angles with final gains 
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Sine Wave Test 

 

Using the final PID gain parameters, desired angles were given to the quadrotor as 

a sine wave with amplitude of 4 degrees for roll and pitch and 7 degrees for yaw, with a 

frequency of 0.5, 0.75,1, 1.5 and 2 Hz. However for our purpose here, we only show the 

results for the 0.5 and 1 Hz frequency tests. The reason for such a test was to find the 

response time of the system and to check the response of the system to varying angles. 

The 1 Hz test results are shown in Figure 3.9, 3.10 and 3.11 for yaw, pitch and 

roll respectively.  

 

Figure 3.9 Yaw angle for 1 Hz sine wave test 
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Figure 3.10 Pitch angle for 1 Hz sine wave test 

 

Figure 3.11 Roll Angle for 1 Hz sine wave test 
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As can be seen from the results, the controller tries to follow the commanded 

angles given to the quadrotor but due to large response time, calculated at 0.5 seconds, 

the responses lag is almost 180 degrees. This shows that quick adjustments in short 

intervals may not be suitable. 

Response tests at 0.5 Hz are shown in Figures 3.12, 3.13 and 3.14 for yaw, pitch 

and roll angles again. Yaw angle follow the commanded angle but seems to be about 90 

degrees out of phase. Roll and pitch angles however respond well to the desired angles. 

The response time for the system is calculated to be 0.4 seconds. 

 

Figure 3.12 Yaw angle for 0.5 Hz sine wave test 
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Figure 3.13 Pitch angle for 0.5 Hz sine wave test 

 

Figure 3.14 Roll Angle for 0.5 Hz sine wave test 
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Position Control Problems Faced 

 

Experimentations for the position controller are still ongoing till the point of the 

thesis and will be continued after. The main problems faced with implementing the 

position controller are outlined more expansively here. Position control needs to be 

ideally implemented when the quadrotor is already in the air, taking the position it is at in 

the air as the starting point. Trying to apply position control when the quadrotor is on the 

ground does not seem a very safe method from various tests performed. 

When taking off from the ground, the ground effect due to the moving air, created 

by the rotating blades, hitting the ground and coming back up to the blades causes 

instability in the system and may cause the quadrotor to roll and pitch forcefully. Due to 

desired pitch and roll angles being given to the system from the position controller while 

it is on the ground, the quadrotor tends to apply an angle while it is on the ground which 

may topple it or cause the blades to strike the ground. The quadrotor can torque and 

thrust freely in the air but it cannot do so on the ground. Another issue is the large errors 

seen using the GPS. Near the ground with such large errors may cause the quadrotor to 

lose height and make it crash. Position has a maximum error of 8 meters with velocity 

having a maximum error of 2 meters/second in tests where the quadrotor is not moved. 

For this a takeoff where only z axis and attitude are controlled may also be used. 

A workaround for this is to suddenly increase the throttle of the quadrotor, so that it 

jumps up into the air with minimal effects on the pitch and roll as the attitude controller 

should take care of the angles, and then settle into a position hold at a certain position 
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using the position controller. Such a GPS hold can help us tune the gain values for the 

system. Position control with a desired trajectory can then be implemented through a 

command via a joystick or through the program. Such a method also has problems. The 

quadrotor can accelerate very fast and thus settling into a desired position after the jump 

is very difficult due to the large response time and incomplete information on which gain 

values to use for position and velocity. 

Right now, experiments are being performed on the performing a GPS hold test 

on the quadrotor by hanging it from an elevated beam or branch outside and starting up 

the quadrotor in such a case with only attitude control implemented. Once the quadrotor 

attains hover, the program can be switched over to a GPS hold, using the position 

controller to test the gain values. These gains can be fine tuned for later testing of the 

quadrotor off the ground using just z axis and attitude control for takeoff and applying the 

trajectory once it attains a certain height. 

Conclusions 

 

The PID controller for attitude control works well and allows the orientations to 

be maintained as long as thrust is given via the slider or through other means. This allows 

the user to fly the DraganFlyer with much more ease than previously with an open loop 

control. The controller maintains hover angle errors within ±2 degrees for all three axes 

and follows desired angle trajectories well. Maintaining the orientations allow the 

position loop control simulated to be implemented in ongoing experiments and future 

works. 
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CHAPTER FOUR 

 

VISION SYSTEM 

 

Introduction 

 

Stereo Vision is the process by which we see and estimate distances in the world 

around us using our two eyes. The distance between our eyes gives the brain two images 

of the object that we are looking at. The different images give us a slight displacement 

(called disparities) of the object in the two projections of the world.. The brain is then 

able to process these disparities further to estimate distance from the object. 

Stereo vision in cameras work the very same way. There are two lenses, with the 

same focal length, placed some distance apart from each other, called baseline, that take 

two images of an object at the same time. The displacement between the camera lenses 

causes a displacement of the appearance of the object in the left and the right stereo 

images. This disparity is used to estimate distance of the object from the camera through 

various algorithms available. 

In the case of the quadrotor experiment, stereo vision was one method that was 

initially thought of to be used for height estimation when close to the ground. The GPS 

sensors give large position errors and thus the chances of the quadrotor thinking its 

distance is higher or lower than the ground than it actually is arises. This may lead to 

crashes and may also lead to problems with takeoff and landing, if such a trajectory 

portion is included. 
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The objective of this chapter is to show that stereo vision may be utilized to 

estimate distances under several circumstances, using disparity between the left and right 

images. This chapter is divided into 4 sections with the introduction being the first 

section. The second section concerns the equipment used for distance estimation, with the 

algorithms used and how the images were captured and utilized. Different surfaces were 

tested to ensure that the results covered a wide range of possibilities with usage of the 

camera. The third section shows the results of the tests performed and discusses the 

accuracy and reliability of the results followed by the conclusion. 

Equipment Used And Algorithms  

 

The camera used is a STH-DCSG-STOC stereo vision camera system designed 

and manufactured by Videre Design [19]. The camera has two replaceable lenses spaced 

apart at a fixed distance of 9 centimeters with the lenses having a focus of 4mm each. The 

camera has a 6 pin firewire port which connects it to a computer with an IEEE-1394 

firewire 6 pin to 6 pin cable. The software used for capturing, processing and displaying 

the results is SVS (Small Vision System) [20], an implementation of the stereo vision 

algorithm developed by SRI International [31]. 

The stereo vision camera is an STOC (Stereo on Chip) type camera which means 

it has an FPGA (Field Programmable Gate Array) on it, allowing for stereo processing to 

be done on the camera instead of the computer. It has a global shutter so it can capture 

images in motion and process them. The camera uses 1.5 Watts of power for normal 

operation which can be provided by the batteries on board the quadrotor. It has a C++ 
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library API for MS Windows and Linux with SVS which would allow data capture of the 

results and inclusion into the controller as a sensor for position estimation. The results 

attained from the camera can be used with the GPS data by using a Kalman Filter, for 

better estimation of height for low flying conditions. Providing the power to the camera 

can be done through the onboard batteries but transferring the data to the QNX computer 

for capture would entail adding another wireless or Bluetooth system on board. 

For the tests, the camera is supported using a tripod to keep it steady. The tripod 

also prevents sudden jarring which may require the camera to be re-calibrated. The 

images captured by the camera are received by the SVS interface via the firewire IEEE 

1394 port. The left and right images can be viewed simultaneously in the interface and 

real-time images can be captured continuously at 60, 30, 15, 7.5 and 3.75 frame rates per 

second. The size of the images can also be specified through a drop down box from 

320x240 to 1024x768. A resolution of 640x480 and a frame rate of 15 fps were used for 

all images in the database. The left and right images can be loaded into a video buffer 

from the interface and then downloaded onto the computer (bmp format). 

 

Figure 4.1 Left Image Brick Wall  
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Figure 4.2 Right Image Brick Wall 

For the comparison, images of different surfaces and places were acquired and the 

surfaces selected for image analysis were a wall, grass, shrubs, a tree trunk, pavement 

area and water. The reason for different surfaces is to test the reliability of the camera for 

distance estimation of several regions. The distance from the camera to the surface was 

increased in increments of 0.5 meters starting at 0.5 meters till 4 meters. 

Figure 4.1 and Figure 4.2 show the left and right images of surfaces captured 

using the stereo vision camera using SVS at a distance of 2 meters. For calculating the 

distances, an area correlation algorithm is used. In the stereo vision algorithm, an area 

correlation algorithm is used to find disparity between the stereo images. Before 

correlation is done, the images are rectified and features are extracted. Rectification is 

done to remove any noise in the image. Calibration removes any lens distortion and take 

care that the vertical disparity is zero i.e. epipolar lines are aligned. Features are extracted 

by taking the Laplacian of Gaussian of the images. Pixels in the left image are found in 

the right image using a search window of 64 pixels in this case. Filtering is done to 

remove bad matches and then the disparities are converted to 3D points. 
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The calibration routine [32] [33] followed for the camera was that for a STOC 

camera using the SVS. Whenever the camera was moved from one place to the other for 

capturing images, the camera was re-calibrated to ensure correct results. The calibration 

routine involved a 9 x 7 squares checkerboard with a square side size of 116 mm. At least 

9 images were captured of the checkerboard in different orientations for each calibration. 

The calibration routine provided in the SVS calibrates the images and gives the error 

readings: the average bias from the epipolar line, RMS error or the average deviation of 

the features from the ideal epipolar placement and the standard deviation of the epipolar 

error. These errors need to be typically within a certain range. The average bias should 

typically be less than 0.05 pixels and the RMS error should be within 0.1 and 0.15 pixels. 

These error ranges were adhered to for the experiments. 

Results And Discussions  

 

Images were from the image set for analysis as only a pair of left and right images 

are needed for the distance estimation. For all surfaces and corresponding distances, the 

30
th

 image from the buffer files was picked except for water where the 55
th

 image was 

picked. 

With SVS, stereo analysis can be done in real time as the images are being fed 

into the interface. The interface can be set such that the left window shows the image 

from the left lens and the right window shows the disparity map with the feature points 

being indicated in color. As the distance of the objects from the camera increases, the 

color of the feature points in the disparity map change from red towards violet. 
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To estimate the values of the distances through the SVS disparity map, there is an 

option to download a 3D point array in text format. This array contains all the x, y and z 

distance estimate. Since the disparity bmp images are also 640x480 resolution, the 

numbers of pixel that give data are equal to 307,200. For a given surface, using 

MATLAB, data points were sorted through and only those distance estimates were used 

which were within the required range of co-ordinates specified. An average of all the 

distances gave us the final estimate of the distance. 

 

Table 4.1 Results of stereo vision experiments  

ORIGINAL 

DISTANCE 

ESTIMATED DISTANCE (METERS) 

Wall Water Pavement Grass Checkerboard Trunk Shrubs 

0.5 m 4.1035 1.1394 0 0 0 0 1.0348 

1.0 m 0.9504 1.3704 0.9564 0.9662 0.9701 0.9211 1.0076 

1.5 m 1.4073 1.6744 1.4219 1.4466 1.3853 1.4014 1.4411 

2.0 m 1.8992 2.1228 1.8612 1.9872 1.9028 1.8715 1.9673 

2.5 m 2.4341 2.481 2.5392 2.2905 2.3829 2.3787 2.5339 

3.0 m 2.9281 2.891 2.9269 2.8651 2.9296 2.9463 3.0528 

3.5 m 3.3919 3.2778 3.2276 3.3653 3.4507 3.4261 3.5783 

4 m 3.9064 3.3799 3.8566 3.9305 3.9452 3.95 4.0438 
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The results of the experiment are shown in Table 5.1 with all distances in meters. 

The first thing that stands out is that for the software, there are almost no estimates for 

0.5 meters. The ones that are available seem to be false readings with only a few feature 

points available out of a wide possible range. 

Figure 4.3 shows the graph between average error and actual distance for all 

surfaces. The distance estimation has a maximum error of 0.141 meters across all 

distances except 0.5 meters. At 0.5 meters, the false readings due to wall, water and shrub 

surface contribute to a higher error. Typically the error is bounded within 0.1 meters. 

The results may further be classified into regular and irregular surfaces. Regular 

surfaces include wall, pavement, water and checker board surfaces. Irregular surfaces 

include grass, tree trunk and shrubs. Figure 4.4 shows the graph between error and actual 

distance for regular surfaces while figure 4.5 shows the graph between error and actual 

distance between irregular surfaces. The graph for regular surfaces shows a large error for 

0.5 meters and comparatively small errors for all distances. The error for regular surfaces 

is typically within 0.22 meters and do not do so well compared to irregular surfaces. That 

is due to the inlcusion of water and pavement data which did not show as much accuracy 

as the others. The irregular surfaces graph has a large initial error , nevertheless it shows 

a maximum error of 0.1 meters after that. 

Conclusions  

 

The stereo vision system is quite robust for different distances and errors tend to 

stay within a small range. It has problems with distances around 0.5 meters; however for  
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Figure 4.3 Graph for error for all surfaces vs actual distance 

 

Figure 4.4 Graph for error for regular surfaces vs actual distance 
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Figure 4.5 Graph for error for irregular surfaces vs actual distance 

 

usage where hover is required above 0.5 meters to 5 meters it is quite reliable. The 

camera shows some problems with calibration, with each calibration taking up to 15-20 

minutes. It loses its calibration settings quickly, due to the lenses losing focus under 

sudden movement or shock. If the camera is to be fixed on a quadrotor, it has to sturdy 

enough to overcome vibrations and sudden movements which may cause it to lose focus. 

As such, un-calibrated measurements of distances are required to check whether the 

errors are small enough for it to be considered as a possible sensor. 
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CHAPTER FIVE 

 

CONCLUSIONS AND RECOMMENDATIONS 

 

Conclusion 

 

This thesis describes a PID position control method which uses the actual 

position, velocity and orientation, found via sensors, of the quadrotor as feedback to 

control and reach a desired position. Simulations were conducted to verify the validity of 

the control approach. Attitude control simulations and experiments were conducted to 

confirm satisfactory results. 

Position control was simulated by using quadrotor dynamics feedback to the 

system. The user has only to specify the position of the quadrotor and the controller 

works to achieve it. It does so by generating a trajectory of commanded position from the 

desired position and actual position, using a ramp function, which the quadrotor then 

follows by trying to control the velocity of the quadrotor. Trying to control the velocity of 

the quadrotor may not be a logical step as the dynamics show acceleration in a certain 

axis on orientation of the quadrotor in that axis. However, due to inability to measure 

accelerations of the body, velocity of the body is used. Thus essentially the quadrotor 

tries to maintain a certain velocity, which it does by increasing and decreasing desired 

angles in that axis. Due to velocity dynamics being slower than the orientation dynamics, 

the transfer function between the orientation and velocity can be thought as a gain unity 

block. 
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The simulation shows the desired trajectories being followed and being achieved 

and being maintained in all three axes. After achieving the positions the quadrotor 

maintains its position until another trajectory is specified. However for the actual 

experiments, problems with maintaining the thrust of the quadrotor, large GPS errors and 

varying characteristics of the motors could not allow for successful implementation.  

The attitude controller part was equally important as the positions are finally 

controlled and attained using orientation control. The velocity control part could actually 

be removed and position could be attained by just using the angles. However, including 

velocity control provides greater stability to the system by providing feedback. The 

simulations conducted showed that angles could follow the desired angles.  

Experiments were performed to check the hover conditions of the quadrotor, 

using the MIDG II sensor orientation data as feedback. More tests were performed at 

various frequencies with a sine wave as input to simulate slow or fast change of desired 

angles. The results also provide information about the response time of the system. The 

attitude controller allows for a user to easily control the quadrotor using a joystick or 

though a trajectory as long as the thrust is provided manually. The problem with the 

controller is the pitch reaching ± 
2

π
 radians. However under normal flight conditions, 

these values are not reached. 

Recommendations and Future Work 

 

Groundwork has been laid down for future projects for testing the position 

controller. Due to several constraints, it is recommended to change a number of aspects 
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related to the project. Some recommendations are critical for complete autonomous flight 

and other recommendations can pave the way for a smoother overall flight. 

The GPS sensor on board does not provide reliable results to be used as a 

complete position and velocity sensor on its own. The large errors may be reduced by 

using a Differential Global Positioning system as a means of auto correcting and 

considerably reducing the errors. The errors from the GPS can cause sudden changes to 

the actual position estimates of the quadrotor making it suddenly increase or decrease the 

thrust or produce more pitch or roll. If sudden changes happen within a small span of 

time, it could be detrimental to the overall system stability and may cause wild 

oscillations from which the quadrotor may not recover. 

Even with a Differential GPS (DGPS) system, the quadrotor is bound to have 

sufficient position and velocity errors that can cause problems in flight. Another sensor 

such as an ultrasonic range finder, IRs (Infrareds) or the stereo vision camera is 

recommended to offset any possible errors of Differential GPS. However, these sensors 

have their own errors and a Kalman filter would be required to give get accurate results.  

The MIDG sensor sends data at a rate of 50 Hz, with GPS data coming in at 5 Hz, 

which is Kalman filtered to also provide position and  velocity at 50 Hz. Normally for 

aerial vehicles, a frequency rate of above 200 Hz is expected. Normal usage for such 

sensors in quadrotor involves much higher update rates. Higher update rates shifts to 

smoother and stable flight of the quadrotor. 

One of the foremost problems with controlling the DraganFlyer is the PCB board 

on it. There is no information available on how the board calculates torques and thrust 
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commands to the motors, how the inner loop control works and whether there is any 

saturation on the inner loop. It was attempted to contact DraganFlyer for information 

regarding the inner loop, but information on the control was not revealed. Also the gyros 

used by the control for its own stabilization are not good quality and will lead to errors in 

the loop itself. If it is possible to remove the PCB board altogether and build a new one, it 

would extensively reduce the errors in orientation and the response of the system. Instead 

of settling into a sine wave around zero, the angles may be actually reduced to zero under 

proper conditions.  

Another important factor is the response time of the system, which we calculated 

to be about 0.5 seconds. The ideal response time of such a system is between 0.1-0.15 

seconds due to the high speeds it can attain. At sudden changes in position, velocity and 

orientation, the quadrotor needs to respond quickly to the change in conditions so as 

avoid crashes and unstable control. Till then an over damped system would be beneficial. 

Also at the same time thrust is also provided through the PCB board. If the 

required thrust to be outputted to the motors can be modeled, then position control can be 

possible even if GPS errors have to be taken into account. The thrust given to the 

quadrotor is in voltage form, while it is calculated by the controller in Newton. A 

correlation has to be found between the two which matches the required thrust values to 

the output voltage. With increase in thrust, the zero values of the roll, pitch and yaw 

angles also change due to the non-linearities in the motor. Initially the motors were 

assumed to have the same characteristics but after experiments, it was found that with 

increase in thrust, the individual motors outputted different voltages for the same input 
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voltage. If a different PCB board is used, a separate controller for each motor can be 

implemented for better response of the system. 

The motors used are carbon brushed motors [14] which are not very efficient and 

heat up and fail quickly. In a span of six months, we went through 4 motors, due to which 

new zero values for roll, pitch and yaw had to be tested as the motor characteristics 

changed with each individual motor. Brushless motor are much more efficient and allows 

less power consumption. This may possibly increase DraganFlyer flight time from the 

current 4 minutes to 6-8 minutes at hover.  
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APPENDIX 

Sensors 

 

MIDG II Modes and Setup  

 

The MIDG II has three main modes of operation depending upon user 

configuration and internal operating criteria. These modes are: IMU, VG and INS mode. 

Depending on whether user configuration is present or not, the MIDG II uses the default 

configuration on its non-volatile memory. The default mode of operation for the MIDG II 

is the INS mode. 

The IMU mode is the most basic mode, providing angular rate, acceleration and 

magnetic field calibrated values.GPS raw values are also available albeit without any 

filtering done on them, with a rate of 5 Hz. The VG (Vertical Gyro) mode allows for 

orientations to be estimated using integration of rate sensors along with Kalman filtering 

of magnetometer and accelerometer data. In INS mode, position, velocity and orientation 

estimated values are available at 50 Hz, with error corrected angular rates and 

accelerations. 

The MIDG is connected to the computer either wirelessly or through a wired 

connection. Wirelessly, it uses the XTend RF Modem to transfer the data back to the 

computer through another XTend Modem, with signals being received in RS -232 forms. 

If connected with a wired connection, the cable for connection uses a serial chip 

converter to convert the RS-422 data to RS -232 signal that can be used by the computer. 
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The data received from the MIDG II by the data packets are converted into a 

single data structure using a client/server program using software provided by 

Microbotics. In Windows, the data can be saved from the serial port onto a file which can 

be parsed using a Microbotics Program [35]. In QNX, a server program, MIDGServer, 

runs and receives data, parsing them and storing them into a data structure. A client 

program reads off the shared memory and provides the data to the controller. 

Drift in Angles  

 

MIDG II is a Micro-Electro-Mechanical Sensor (MEMS) , whose gyros contain a 

vibrating mass that generate a force when rotated due to Coriolis Forces. By measuring 

these forces, angular rates can be determined. These gyros can measure angular rates in 

roll, pitch and yaw directions. To find the orientation, these angular rates have to be 

integrated using an angular rate bias that slowly varies over time. However there are still 

errors in the readings which increase with time due to factor including sensor bias, noise 

and integration errors. For accurate readings, these errors have to be reduced as much as 

possible. 

Roll and pitch angles can be corrected using accelerometers are secondary method 

of measurements. Accelerometers are used to check whether the MIDG II is level, as its 

readings point one gravity in the downward z direction according to the earth’s inertia 

frame. The difference in the sensor angle and the known inertia angle, gives us the 

angular bias for roll and pitch allowing for their drift correction. 
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The yaw angle, being independent of the gravity vector, requires another sensor 

for its correction. The 3 axis magnetometers are used for correcting the yaw drift. The 

magnetometers measure the earth’s magnetic field in the x, y and z direction. By 

projecting the vector of magnitude in the x-y plane, the yaw angle can be found relative 

to the North Pole. Using the two known orientation angles in conjunction with a known 

magnitude, the third orientation angle can be found. However when the magnetic field 

and gravitational lined line up, meaning there is a pitch of ±
2

π
, there is a singularity and 

one orientation cannot be measured. 

 

 

Figure A-1 Drift angle measurements 
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Here the assumption is made the earth’s magnetic field is the only magnetic field 

acting in the region. With any shift in magnetic field, the yaw heading changes in only a 

few seconds. Figure A-1 illustrates the fact, where the roll and pitch angles are like sine 

waves which correct themselves after a few seconds but yaw continues to drift albeit 

slowly. 

Global Positioning System  

 

The GPS results were measured to check the validity of the results received from 

the sensor. The quadrotor was kept stationary on the ground for some time and the 

position and velocity results were noted. The power to the MIDG and the GPS was turned 

off and switched back again. A square of 45 meters side length was then followed going 

clockwise, first going towards north, while keeping the quadrotor with the GPS antenna 

at a constant height. All values of the GPS shown here are in are in ENU (East North Up) 

format as the MIDG II uses ENU as the default configuration. 

Thus the x axis values represent the east position, y axis values represent the north 

position and z axis represents the up position with respective to its original starting point. 

Figure A-2 shows the filtered positions. For the stationary quadrotor tests, the results are 

mostly within an error range of 1.5 meters for the filtered Up position with an offset of 

approximately 12.5 meters which can be zeroed out. North and East positions have an 

error range of approximately 1 meter and 0.5 meters respectively. This is the best result 

displayed received through the GPS sensor in all the tests. 
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Figure A-2 Stationary quadrotor position test 

 

Figure A-3 Stationary quadrotor velocity test 
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Figure A-3 shows the stationary quadrotor velocity test. The filtered GPS velocity 

show small errors for a stationary quadrotor and show a maximum error of 5 cms/sec for 

each of the three directions.  

The results for the moving quadrotor are given in figure A-4. The path which was 

followed was rigorously checked for distance and accuracy to north and east directions.  

 

 

 

Figure A-4 Moving quadrotor position test 
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The North axis results are off by some margin to what was followed on the 

ground and show an error of 5-10 meters on reaching the required 45 meters. For East 

position, the margin of error was lesser and it stayed within a margin of 4 meters. 

However, the ost adversely affected was the z position with errors ranging from 0 to 12 

meters. Tests like these were performed some more times with similar results, with East 

and North position error results varying between 4-10 meters and z position error results 

varying between 6-15 meters with time. This result was performed within a span of 150 

seconds. 

 

 

Figure A-5 Moving quadrotor velocity test 
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The velocity results are much better than the position results and just by looking 

at the graph, it can be observed that first the quadrotor moved north, moved east, moved 

south and then moved west. The velocity estimations of the quadrotor seem to be a better 

representation of motion than positions. If possible, it would be beneficial to use the GPS 

velocity estimates more reliably than the position estimates and a differential GPS signal 

should be used for the quadrotor to improve the position estimates. 
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