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Figure 4.21 Waste area for slice data with multiple axes of symmetry 

 

 

Figure 4.22 Waste area for slice data with one axis of symmetry 
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It can be concluded from these results that the search bound for this optimization 

problem is [0° - 180°] for general slice geometry. If the symmetry conditions of 

the slice geometry are known beforehand, the search bounds can be reduced to [0° 

- 90°] or [0° - 45°] as the case maybe. 

 

4.10 Closure 

This chapter has discussed the various research issues that were identified in 

Section 3.1. The steps involved in the resolution of the research issues were 

discussed in detail including the procedure followed. It was seen from Section 4.9 

that the search bound that is to be used for the optimization problem can be 

reduced from [0° - 360°] to [0° - 180°] for any general shape. It was also 

identified that, depending on the symmetry of the slice data, the search bounds 

can be reduced to [0° - 45°] or even less. Based on this new learning the problem 

formulation is restated as shown in Equation 4.4. 
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                           n = number of layers  

Equation 4.4 Modified Problem formulation 

 

It is noted that, in addition to the reduction of search bound for one variable, i.e. 

θ, the number of constraints has also been reduced to one. This is because the 

algorithm no longer has to deal with angles above 180° which make the alignment 

anti-parallel resulting in reduced part strength. 

 

In the next chapter the implementation and the results obtained from the 

aforementioned algorithm are presented and discussed. 

 



 
 

CHAPTER 5 

IMPLEMENTATION 

In the previous chapter the various facets of problem and the different steps 

involved in the solution process were discussed in detail. In the current chapter 

the implementation of the previously discussed algorithm will be presented. 

 

5.1 Program Architecture 

As discussed in Section 2.4 and shown in Figure 4.1, the whole problem has been 

modularized into two parts. Part one involves the selection of the build direction 

and the slicing of the artifact. The first part was implemented in the CIDES 

algorithm. The program was modified to generate the PTS file which contained 

the x-y coordinates of the point cloud of individual slices[22]. The second part 

involves the identification of the optimal layout and orientation of the aluminum 

foils for the individual slices of the artifact for minimizing the waste formed. The 

optimization sub problem was solved using the MATLAB implementation of the 

algorithm. The program architecture of the optimization algorithm is shown in 

Figure 5.1.  
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Figure 5.1 Program Architecture 

 

As is seen from the figure, the program had seven sub programs which deals with 

the various aspects of the problem. The ‘main’ program calls a subprogram which 

reads in the point cloud and preprocesses it before the data is fed further down the 

program. The preprocessing is done based on the selection made by the user on 

the method to be used for positioning the artifact on the work table viz. centroid 

method or midpoint method. The preprocessed data is transferred for the 

optimizer which calculates an optimal choice for θ and δ values based on the 

waste area formed and the part strength calculated empirically. These optimized θ 

and δ values are used to generate the final display of the optimized layout in 

comparison with original layout. This data is also used for calculating the 

percentage reduction in waste area and build time.  
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A discussion of the sub programs used for the solution of the problem is discussed 

next. Flowcharts of the major sub programs are also presented. 

5.2 Preprocessor 

The preprocessor sub function takes care of the issue identified in Section 4.5.2, 

namely the elimination of internal loops. It also converts the ASCII input file data 

into matrix data format for easy processing. The sub function parses the ASCII 

file and encloses the slice data within ‘Infs’ and loop data within ‘NaNs’ as 

discussed in Section 4.7. Once the data is converted to native MATLAB format 

the complexity of the input data is reduced by elimination of internal loops. 

 

A pair of loops is identified and a check is initiated to establish whether Loop 1 

encloses Loop 2 completely or not. If the condition evaluates to be true all the 

points in that loop is flagged for subsequent deletion. A third loop is identified 

and the same check is initiated with Loop 1. The algorithm has a complexity of 

Θ(N2). Once a pair wise comparison of all the loops is completed, the earlier 

identified loops are deleted. Figure 5.2 shows this process in a flowchart 

representation. After the deletion of the internal loops the matrix is transferred 

back to the main function for further processing. 
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Figure 5.2 Preprocessor flowchart 

 

5.3 Objective Function 

The objective function evaluator contains the waste area calculation sub routine. 

The program starts by accepting the values of δ and θ from the parent program. 

The slice area is also transferred into this sub routine. Based on the θ values the 

slice data is rotated about the centroid or the midpoint of the artifact slice data. 

After the rotation the slice data is translated by the δ parameter. This gives the 

final orientation and layout of the artifact for that optimization step. Based on the 

orientation of the slice data, the table grid is reduced to band grid which contains 

just enough number of bands to cover the entire slice data. 
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After the placement of the slice data on the band grid, the algorithm parses 

through the point data in pairs so that it covers all the contour lines of the slice 

data. For every pair of point selected, a line is formed connecting the two points. 

This line is checked for possible intersection with the band grid and the 

intersection points are saved in a matrix. The algorithm moves to the next pair of 

points till it completes the all data points in the given slice. After collecting all the 

intersections made by the contour lines with the band grid, the algorithm parses 

all the intersection points stored for each of the band in the band grid. The 

maximum and the minimum intersection point for each band are saved. These 

saved points are compared with the maximum and the minimum contour points of 

each slice and the maximum and the minimum in this comparison is saved for the 

calculation of the band area. The clamping allowance is added to the maximum 

abscissa value and subtracted from the minimum abscissa value to get the final 

band length required. This process is repeated for every band of the band grid and 

added to the band length. The final band length is multiplied by the band width to 

get the band area. The slice area which was passed from the parent program is 

subtracted from the calculated band area to get the waste area which is passed 

back to the calling function. The entire process is pictorially represented in Figure 

5.3. 
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Figure 5.3 Objective function flowchart 

 

5.4 Constraint Evaluator 

The constraint evaluator function contains the implementation of the algorithm 

discussed in Sections 4.4. The constraint evaluator sub function ensures the 

layouts of the metal foils are such that it forms crisscross and brick structures. The 

program receives the optimal θ and δ values of the previous slice optimized and 

the current θ and δ value of the slice being optimized. Based on these four values 

the overlap percentage and the crossover angle is calculated. These values are 

passed back to the parent function which is the optimizer, which modifies the 
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values of the θ and δ based on the values received from the constraint evaluator. 

The pictorial representation of the algorithm is shown in Figure 5.4. 

 

Figure 5.4 Constraint evaluator flowchart 

 

The algorithm is tested using sample slice data as shown in Figure 5.5. 

 

5.5 Search Space Sampler 

The objective function evaluator discussed in Section 5.3 is run on a sample slice 

data (Figure 5.5) with δ values varied uniformly in the range of [0 - bandwidth] 

and θ values varied in the range [0° - 180°]. Each of the search bands are divided 

into 50 equal parts, which yields a 50x50 grid. Waste area corresponding to these 

2500 grid points are calculated and plotted as shown in Figure 5.6. The figure 

shows the Response Surface Model (RSM) of the slice data show in Figure 5.5. 
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Figure 5.5 Sample slice data 

 

 

Figure 5.6 Waste area as a function of θ and δ 
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It is noticed from the above plot that as the δ and θ values are changed, the waste 

area forms a complex surface with multiple local optimal points. This might result 

in premature convergence during the optimization run. To circumvent this 

problem the search space is sampled at a number of points for the calculation of 

the waste area. The point corresponding to the least waste area value is used as the 

starting point of the optimization run. This concept of optimal sampling point 

selection is shown in Figure 5.7. 

 

 

Figure 5.7 Starting point selection by sampling 

 

However, the selection of the sampling process has to be done judiciously. This is 

because, depending on the symmetry conditions of the slice data, the RSM will 
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exhibit corresponding regularity. Figure 5.8(a) shows a slice data which has 

rotational symmetry. It is noticed from its RSM (Figure 5.8(c)) that the waste are 

do not change with θ values. However, large changes are noticed as we move 

along the δ axis. On the other hand Figure 5.8(b) shows slice data which has 

translational symmetry and Figure 5.8(d) shows the corresponding RSM. It is 

noted from this figure that the waste area is largely influenced by θ and weakly 

influenced by the δ value. 

 

Figure 5.8 Need for robust sampling 

 

The preceding discussion highlighted the effects of part symmetry on RSM. It can 

be deduced from the discussion that, the sampling of the search space should be 
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done such that the points are spread out within the search bounds so that similar 

points are avoided. A uniform sampling of the search space as shown in Figure 

5.9(a) results in sampling of points, which might not yield additional advantage as 

compared to the increased computational expense of creating a higher resolution 

RSM. However sampling method based on random distribution like Latin Hyper 

Square method, as shown in Figure 5.9(b), will ensure that the search bounds are 

covered and at the same time ensure that additional information is gained with 

every extra point that is sampled. 

 

 

Figure 5.9 Comparison of Sampling Methods 

 

The issues discussed have been solved by the implementing the search space 

sampler algorithm. The search space algorithm receives the total number of points 

at which the search bounds have to be sampled. Based on this number a Latin 

Hyper Square (LHS) up to the required depth is formed by the algorithm. 

However, the values will be the LHS sampling points of a unit square. To get 
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LHS sampling points of the search bound, the unit square points are scaled to the 

maximum search bound values, i.e. 180° and bandwidth. The waste area 

corresponding to the sample points are calculated using the objective function 

evaluator discussed in Section 5.3. The waste areas at the sampling points are 

compared and the δ and θ value which correspond to the minimum waste area is 

transferred back to the calling function. A pictorial representation of the algorithm 

is shown in Figure 5.10. 

 

Figure 5.10 Sampling flowchart 

 

5.6 Closure 

This chapter dealt with the details of the implementation of the algorithm. 

Research issues that were identified in the previous sections were revisited and 

the algorithm adapted to address the issues that were identified during the 
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implementation phase. The program architecture of the program with detailed 

discussion of the working of the individual sub functions was also presented. The 

robustness and accuracy of the implemented algorithm was checked by 

conducting validation trials which is discussed in the next chapter. 

 





 
 

CHAPTER 6 

RESULTS 

This chapter discusses the results obtained from the implementation of the 

algorithm. Key metrics for test cases are identified based on the major research 

issues discussed in the previous section. The test cases are used for the validation 

of the algorithm. A discussion on the trials conducted with two types of 

optimizers, viz. gradient based and genetic algorithm is presented. The advantages 

and drawbacks of each of the algorithms as applied to the current problem is 

discussed and conclusion drawn. 

 

6.1 Test Case Metrics and Test Shapes 

Section 3.1 identified the various research issues that need to be considered for 

the development of the new algorithm. It is imperative that these research issues 

be considered for developing metrics for selecting the test cases which is used for 

validating the algorithm. The metrics that have been developed for the selection 

of test cases is listed below. 

 

1. Multiple loops within one slice 

2. Multiple layer data  

3. Non convex data 
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Based on these metrics a number of test shapes have been selected for validating 

the algorithm as shown in Figure 6.1. It can be noted from the figure that all the 

test cases selected have multiple loops within the same slice, have multiple layers 

and also include slice data which are non convex in nature. 

 

Figure 6.1 Test shapes for validation 

 

Since the shapes satisfy all the metrics identified for test cases, the shapes can be 

considered as ideal test shapes for the validation of the algorithm.  

 

6.2 Validation of algorithm 

A gradient based optimization algorithm is used for the optimization of these test 

shapes. The optimization results obtained from these test shapes are presented in 

Figure 6.2(a-d). The figure shows the different test shapes and a randomly 
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selected slice of each test shape. The original position of the slice as well as the 

optimized position of the slice is shown in the figures. The δ and θ values that 

need to be applied to transform the original layout to the optimized layout is 

displayed in bold figures. The percentage saving achieved in the waste area 

formed and the build time is represented by the histogram. 

 

Figure 6.2 Optimization results of test cases 

 

It is seen that the algorithm is capable of handling multiple loops (Figure 6.2(d)) 

and non convex data (Figure 6.2(c)). It is also noted from the figure that the 

algorithm reduces the process time by reducing the NoBs required for building the 

artifact. The reduction of NoB can be seen in optimization runs on all the test 

cases. This also validates the assumption that the problem can be formulated as a 

single objective optimization problem as discussed in section 3.1 
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The ability of the algorithm to handle multiple slices simultaneously is 

exemplified by formation of crisscross and overlap of metal foils. Figure 6.3 

shows the optimal values of δ and θ returned by a gradient based optimizer with 

test case 4 as input. It is seen consecutive θ values differ from each other by at 

least 10°. Similarly the δ values are seen to vary from δ value of neighboring δ 

values by at least 10%. This is due to the constraint built into the optimizer. This 

result in the formation of crisscross and overlap structure which exemplifies the 

ability of the algorithm to handle multiple slice data simultaneously.  

 

 

Figure 6.3 Formation of crisscross and overlap structure 
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A comparison study of the waste area formed and build-time before and after 

optimization is also seen from Figure 6.3. It is seen that a waste saving of 

approximately 25% and a build-time reduction (by means of NoB reduction) of 

25% has been achieved. 

 

6.3 Choice of Optimizer 

One of the important aspects that affect the quality of the solutions obtained is the 

type of optimizer used. Depending on the complexity of the problem and the 

choice of the optimizer, the quality of the solution obtained varies. Section 5.5 

discussed the complexity of the RSM obtained from a sample slice data. Figure 

5.6 showed that the RSM of complex models can be highly non unimodal which 

can result in premature convergence of gradient based optimizers. This is 

illustrated in the following discussion.  

 

The artifact shown in Figure 6.4 was used as the input data for the optimization 

using Nelder – Mead simplex algorithm and NSGA II. The artifact is chosen since 

it meets all the conditions that were identified as requirements for test cases in 

Section 6.1. The objective function of this optimization trial is to minimize the 

overall waste generated during the process.  
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Figure 6.4 STL file of club 

 

This optimization problem has two design variables for every layer of the artifact 

and constraint functions are evaluated for all slices simultaneously. The 

mathematical formulation is shown in Equation 6.1 
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Equation 6.1 Mathematical formulation of all in one optimization 

 

The results obtained from the optimization run using simplex algorithm is shown 

in Figure 6.5. It is seen from the graph that the optimizer was able to reduce the 

waste area by 26.7% from an initial value of 204.61 sq.inches to 149.966 

sq.inches 
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Figure 6.5 Waste area history using Simplex algorithm 

 

A second optimization was conducted using the same input data with NSGA II as 

the optimizer. It was noticed that the objective function value reduced to 

131.49in2 from the starting value of 204.61in2. This corresponds to a saving of 

35.7%. In comparison with the output obtained from the simplex algorithm, the 

output from the GA algorithm is an improvement of 9%. Figure 6.6 shows the 

optimization history. 

 

Figure 6.6 Waste area history using NSGA II algorithm 
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It is significant to note that the improvement of 9% is achieved with the same 

number of function evaluations. For the Simplex trial the maximum number of 

function evaluations was limited to 500 and for the GA trial, a population of 10 

was allowed to evolve for 50 generations. 

 

It was also seen that, from a different experiment, the objective function value 

reduced to 121.6915in2, a reduction of 40.52%, when the number of generations 

were increased to 1000. The convergence history is shown in Figure 6.7. 

 

Figure 6.7 Waste area history using NSGA II algorithm-1000 generations 

 

In conclusion it can be seen that the choice of the algorithm needs to be done 

based on the availability of computational resources. Satisfactory results were 

obtained by use of deterministic algorithms. Trials have proved that evolutionary 

algorithms can yield better results. However, the computational cost is higher as 

compared to deterministic algorithms. It is suggested to use evolutionary 
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algorithms for artifacts which are highly non convex and have no axis of 

symmetry.  

 

6.4 Benchmarking 

A comparison study of the earlier algorithm and the new algorithm was done. One 

of the test shapes identified in Section 6.1 was used for this trial. The same test 

shape was used as input for both algorithms and the results are shown in Figure 

6.8. 

 

 

Figure 6.8 Comparison of existing and new algorithm 

 

As is seen from the table, the earlier implementation of the algorithm considers 

the clamping allowance as fixed area. The percentage saving achieved in the 

earlier implementation of the algorithm is 0.5%. The new algorithm was able to 
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reduce the waste area by 24.1%. This saving is achieved with constraints on 

design variables to increase the part strength. It is also observed from the test 

results that a saving of approximately 25% of metal bands and an equal 

percentage of build time reduction by way of NoB reduction can be achieved by 

the optimization algorithm. 

 

6.5 Closure 

The chapter identified key metrics for selecting test cases and the same were 

applied to validate the algorithm. The chapter also presented a detailed discussion 

of the performance of the algorithm based on the waste and build time reduction 

achieved. The results revealed the capability of the algorithm to reduce the waste 

area formed as well as the build time using a single objective minimization 

approach. The various aspects which affect the optimality of the solutions were 

also discussed. Trials were also conducted to ascertain the type of optimizer to be 

used for different input conditions. 



 



 
 

CHAPTER 7 

CONCLUSIONS AND FUTURE WORK 

The previous chapter discussed the results obtained from the newly implemented 

algorithm. It also discussed the validation of the algorithm. This chapter will 

conclude the work by highlighting the salient points of the research work and 

identifies possible future works in the field. 

 

7.1 Conclusion 

The objective of this research work was to develop an algorithm that would 

optimally place metal foils in an Ultrasonic Consolidation process to minimize the 

waste formed and build time at the same time increase the part strength. The 

algorithm was developed to enable processing of real world complex data 

including non convex part geometries.  

 

The problem was solved by modularizing the problem into two subsections. The 

first section was solved using the existing CIDES software which is used to 

generate the vertex points of the part once the user selects the z-direction. The 

vertex points generated by the CIDES software are used as the input to the 

optimization sub problem. Based on the user selected options, the optimization is 

completed to minimize the waste area formed. Secondary objective functions of 

reducing build time and increasing the part strength has also been achieved. 



 

108 

 

Majority of the future works identified in previous literature[22, 25, 78] related to this 

work were considered and implemented in the new algorithm. This includes the 

ability of the algorithm to build crisscross and overlapping structures to improve 

the part strength and to reduce the anisotropic nature of the finished artifact. The 

clamping allowance has also been taken into consideration for optimization in the 

new algorithm.  

 

7.2 Future Work 

The choice of z-axis for the slicing is important for efficient building of the 

artifact. As has been discussed in Section 2.1, the accuracy, build time and the 

support volume required is determined by the choice of z-axis. In the current 

research work, the choice of z-axis direction was left to the user. However, the 

automation of this process promises increased savings in terms of waste area 

formed and the build time required.  

 

The problem can be formulated as a bi-level optimization problem with 

inclination of the artifact with the primary axes-α, β and γ as the design variables 

for the first level of optimization (Figure 7.1).  
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Figure 7.1 Choice of z-axis 

 

The optimized value of α, β and γ can be used for the slicing of the artifact and 

the output of the slicing algorithm can be used as input for the second level of 

optimization. Based on the waste volume formed the α, β and γ values can be 

perturbed by the primary optimizer to generate a new slicing direction. The 

process is continued till a global optimal of waste area is achieved. The problem 

can also be formulated as a multi-objective problem at the primary level. The 

objectives of minimizing support volume, maximizing part accuracy and 

decreasing support volume can be used. The design variables which correspond to 

the trade of value of the all the objectives is used for the slicing and the algorithm 

proceeds as explained earlier. 

 

However, it is imperative that the slicing algorithm and the optimization 

algorithm are developed in the same platform for easy data handling and 

improved performance of the algorithm. 
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Another possible area of future work is the development of mathematical model 

for analyzing the strength of the bonds formed. In the current work, the increase 

of strength has been achieved by forming crisscross and brick structures. The 

development of a mathematical model will ensure the adequate part strength is 

achieved by the overlap and the crisscross structures.  

 

Future work could improve on the functionality of the algorithm by generating G-

code required for the machining. This would avoid the need of multiple software 

for the formation process.  

 

Another possible research avenue is the adaptive optimization of the slice layers. 

It can be noted from the test shape identified in the earlier section that the cross 

section of the artifact does not change for every layer. However, the current 

implementation tries to optimize each layer irrespective of the geometry of the 

previous layer. The new algorithm could do adaptive optimization based on 

changes of the part geometry as the algorithm steps through each slice data. If the 

slice data is found similar to the previous slice data, the algorithm could skip the 

optimization of the current layer by applying the optimal θ and δ values 

calculated for the previous layer. However, care has to be taken that vertical 

stacking is avoided by limiting the number of layers for which optimization is 

skipped. 
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