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ABSTRACT

The use of classical and quantum mechanics has been employed in this dissertation to study temperature control algorithms and a hydrated electron. A comparison of the effects of four commonly used temperature control algorithms on the energetics and dynamics of liquid water has been executed, in efforts to better understand the non-equipartitioning effects caused by some thermostats. The Berendsen, Andersen, Langevin, and velocity rescaling temperature control algorithms were applied to both dimer and bulk water systems, using the TIP4P water model. The two deterministic thermostats, Berendsen and velocity rescaling, display the “flying ice cube effect” that had been noticed earlier for the velocity rescaling thermostat (S.C. Harvey et al, *J. Comp. Chem.* **19**, 727 (1998)). Specifically, these thermostats lead to violation of energy equipartition, with the rotational temperature much colder and the translational temperature much hotter than the mean temperature. The two stochastic thermostats, on the other hand, Andersen and Langevin, both lead to correct, equilibrium equipartitioning of the system energy. The computational details and simulation results are discussed in Chapter 2, and specific thermostat algorithms are discussed in Chapter 1, Section 1.1.

The effects of different water models on the physical properties of a hydrated electron have been studied. Prior simulation studies have been performed primarily with the SPC-FLEX water model, and have resulted in only partial agreement with experiment. Consequently, it is of considerable interest to determine whether the choice of water model has a large effect on the properties
of the hydrated electron. Properties such as the energy of the ground state wavefunction, radius of gyration of the electron, and the absorption spectrum were calculated from adiabatic dynamics simulations of a single electron hydrated by SPC, TIP4P and TIP4P-FQ water. We observed that the choice of water model significantly affects the energetics and dynamics of the hydrated electron. We also found that the absorption spectra of the hydrated electron solvated in both polarizable and nonpolarizable water using the Rossky electron water Pseudopotential, continues to be blue-shifted. The computational details and simulation results are discussed in Chapter 3, and Chapter 4.
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CHAPTER ONE
INTRODUCTION

Computational chemistry, also known as molecular modeling, is a branch of chemistry that uses computer algorithms based on mathematical expressions from theoretical chemistry, to study matter. Computational chemistry has become a very vital tool in acquiring information that gives better insight into both the physical and chemical properties of materials. Computational studies have been applied to various aspects of chemistry such as the prediction of reaction mechanisms, calculation of rate constants, elucidation of spectroscopic data, and prediction of molecular geometry and structure.

Computational chemistry methods and algorithms can be divided into six main classes: molecular dynamics algorithms\textsuperscript{1-3}, molecular mechanics algorithms\textsuperscript{4,5}, Monte Carlo algorithms\textsuperscript{6,7}, ab initio calculations\textsuperscript{8-11}, semi-empirical calculations, and density functional calculations\textsuperscript{12,13}. Ab initio calculations, semi-empirical calculations, and density functional calculations are all governed by quantum mechanics in their problem solving approach. Molecular mechanics algorithms, classical molecular dynamics algorithms (CMD), and Monte Carlo algorithms are governed by classical mechanics; therefore they do not provide electronic information. The work described in this dissertation uses both classical and quantum mechanical approaches to study properties of water and solvated electrons.

Molecular dynamics allows computational chemists to study the motion, i.e. the dynamics, of atoms or molecules over time. CMD is also used to study
large systems and in comparison to methods based on solving Schrödinger’s equation, molecular dynamics is computationally less expensive.

Molecular mechanics is an algorithm that uses force fields to calculate conformational energy associated with a molecular geometry. Molecular mechanics calculates conformational energy without accounting for thermal fluctuations. Well known programs such as AMBER\textsuperscript{14} and CHARMM\textsuperscript{15} employ the use of molecular mechanics and dynamics.

The Monte Carlo (MC) algorithm differs from molecular dynamics and mechanics because it employs the use of random walks to generate new positions for atomic sites during the course of a simulation. With MC, an acceptance criterion is built into the cycle of events, and this criterion determines whether a move is accepted or rejected. After a move is accepted energies associated with the new configuration are calculated and equilibrium thermodynamic data can be acquired.

Ab initio calculations are based on solving Schrödinger's equation. Using ab initio calculations, details about electronic properties (\textit{i.e.} electronic energies, and wavefunctions) can be obtained. Since the solutions to the electronic Schrödinger’s equation for complex systems cannot be solved exactly, and are computationally expensive, ab initio calculations are typically applied to very small systems.

Semi-empirical calculation, as the name implies, is a mixing of theory and experimentally obtained data. It is based on the Hatree Fock formalism\textsuperscript{16}, but it employs the use of approximations and empirical data in solving complicated
integrals. Semi-empirical calculations typically neglect two-electron integrals and are parameterized using empirical data. These types of simulations allow the study of large molecules with inclusion of few or no correlation effects.

Density functional theory is also based on Schrödinger's equation, but unlike semi-empirical and ab initio methods it does not represent the system in terms of wavefunctions. Instead, the system is represented by the electron density. The premise of DFT is in finding the electron density that gives the minimum ground state energy.

In our studies the use of molecular dynamics and ab-initio calculations has been employed. In Chapter 2, molecular dynamics was used in an investigation of temperature control algorithms, and in Chapters 3 and 4, we used mixed quantum-classical molecular dynamics, including single electron Hartree-Fock calculations, to study the structure, energetics and dynamical properties of a hydrated electron. In the following Chapters is a detailed presentation of these studies.

In the study of temperature control algorithms, we applied four commonly used algorithms: the Andersen\textsuperscript{17}, Berendsen\textsuperscript{18}, Langevin\textsuperscript{1} and velocity rescaling algorithms, to maintain the temperature of liquid water. The effect of each thermostat on the dynamics of the water molecules and the distribution of energies between various degrees of freedom has been explored. Details of our temperature control algorithm study are covered in Chapter two.

In the second part of this dissertation we employ the use of mixed quantum-classical molecular dynamics to study a hydrated electron. The hydrated
electron is treated within the Born-Oppenheimer approximation\textsuperscript{19} and in the adiabatic limit. The electron is treated as a quantum mechanical solute, and the water molecules are treated as classical particles. The motions of the atoms and molecules are governed by Newtonian mechanics. In this study the effects of water model geometry and polarization are explored, and details are covered in Chapters three and four.

1.1 Classical Molecular Dynamics

Classical molecular dynamics\textsuperscript{1, 2} is an atomistic simulation algorithm in which every atom or molecule in the specified system is governed by Newtonian mechanics and electronic degrees of freedom are unaccounted for. Classical molecular dynamics is an excellent tool for studying the motions and structure of molecules over time. Classical molecular dynamics simulations have been applied to a number of investigations, including protein folding studies, formation of carbon nanotubes, thermal degradation in aromatic polymers and drug design.

Alder and Wainwright first introduced this method in the 1950’s\textsuperscript{3}. They invented CMD to help study the interactions of hard spheres. In 1974 the method was extended\textsuperscript{20}, and applied to the study of realistic solvents such as liquid water. McCammon et al., in 1977 performed the first CMD simulation of a biological system\textsuperscript{21}. Since then, the use of CMD to study molecular interactions has expanded, and it is being applied to very complex systems.

Classical molecular dynamics simulations give thermodynamic information about a system, by converting microscopic information via statistical
mechanics. Statistical mechanics provides the mathematical expressions that allows us to relate thermodynamic information such as pressure, and kinetic and potential energies, to microscopic data such as positions and velocities of atoms. Time-independent statistical averages are used in order to link thermodynamic data to microscopic data. These statistical averages, also known as ensemble averages, are taken over many data points. There are several different ensembles in which these averages may be evaluated: the microcanonical, canonical, isobaric-isothermal, isoenthalpic-isobaric, grand-microcanonical, grand isothermal-isobaric, generalized, and grand-canonical ensembles and many more. Each ensemble is characterized by certain thermodynamic properties that are fixed in that ensemble. Refer to Table 1.1.

<table>
<thead>
<tr>
<th>Ensembles</th>
<th>Fixed Properties</th>
</tr>
</thead>
<tbody>
<tr>
<td>Microcanonical</td>
<td>( N ), ( V ), ( E )</td>
</tr>
<tr>
<td>Canonical</td>
<td>( N ), ( V ), ( T )</td>
</tr>
<tr>
<td>Grand - Canonical</td>
<td>( \mu ), ( V ), ( T )</td>
</tr>
<tr>
<td>Isothermal isobaric</td>
<td>( N ), ( T ), ( P )</td>
</tr>
<tr>
<td>Isoenthalpic isobaric</td>
<td>( N ), ( H ), ( P )</td>
</tr>
<tr>
<td>Grand - Microcanonical</td>
<td>( \mu ), ( V ), ( E )</td>
</tr>
<tr>
<td>Generalized</td>
<td>( \mu ), ( P ), ( T )</td>
</tr>
</tbody>
</table>

Table 1.1: Characterization of seven commonly used ensembles. Each ensemble describes a specific type of macroscopic system. The fixed properties that describe each ensemble are defined as follows: \( N \) = number of atoms, \( V \) = volume, \( E \) = energy, \( T \) = temperature, \( \mu \) = chemical potential, \( P \) = pressure and \( H \) = enthalpy.
Prior to performing a CMD simulation, a determination is made as to which ensemble is required and this determination is made based on the type of physical system that is going to be considered. In a study where experimental conditions are critical, and temperature is controlled in the experiment, an ensemble such as the canonical ensemble would be required to reproduce the experimental conditions. In order to work within ensembles such as the canonical ensemble where temperature is fixed, a temperature control algorithm is needed. There are several different types of temperature control algorithms that can be used during the course of a CMD simulation.

**Temperature Control Algorithms**

Temperature control algorithms, also known as thermostats, allow the temperature of a system to be maintained during the course of a CMD simulation. The use of thermostats allows scientists to study phenomena that are temperature dependent, such as heat flow in a non-equilibrium system, and minimize energy drifts associated with accumulation of numerical errors.

In our study we selected four commonly used thermostats, and applied them to constraining the temperature of bulk water over an extended period of time. The four thermostats chosen are the velocity rescaling, Andersen\textsuperscript{17}, Langevin\textsuperscript{1,18}, and Berendsen\textsuperscript{17} thermostats.
A. Velocity Rescaling Thermostat and Temperature Calculations

The velocity rescaling algorithm is the most basic approach to constraining temperature in an MD simulation. As the name suggests, this algorithm operates by uniformly rescaling the atomic velocities by a factor $\gamma$. This factor,

$$\gamma = \sqrt{\frac{T_s}{T}},$$  \hspace{1cm} (1)

is chosen such that when all velocities are scaled by $\gamma$, the system temperature $T$ (which is proportional to the kinetic energy, and thus the sum of the squared velocities) is corrected to agree with the target temperature, $T_0$. These rescalings can occur at regular intervals, or every time the temperature differs by more than a specified deviation from the reference temperature. The system temperature used to make this decision and in the calculation of $\gamma$ can be the instantaneous temperature, or it can be an average temperature, obtained as a time average over instantaneous velocities.

Because this algorithm completely prohibits temperatures (kinetic energies) outside of the specified range, it does not generate a canonical ensemble (which would have an unbounded, Maxwell-Boltzmann distribution of atomic velocities). The velocity rescaling thermostat is completely deterministic, meaning that the trajectory follows uniquely from the starting phase point. But the memory of the prior velocities is lost after each velocity rescaling, and the algorithm gives rise to irreversible dynamics. Also, due to the abrupt changes in the atomic velocities upon rescaling, the phase space trajectories are discontinuous.
B. Andersen Thermostat

The Andersen thermostat is a stochastic temperature control algorithm that replaces the velocities of selected atoms in the simulated system with new velocities drawn from a Maxwell-Boltzmann distribution at the desired temperature. The atoms in the system may be thought of as being coupled to an Andersen heat bath; sporadic collisions with the bath generate Gaussian atomic velocities. In between collisions, the atoms evolve in the microcanonical ensemble. When an atom, $i$, is selected for rescaling, its velocity is determined randomly using a Maxwell-Boltzmann distribution probability,

$$p(v_i) = \left(\frac{m_i}{2\pi kT}\right)^{1/2} e^{-\frac{1}{2}\frac{m_i v_i^2}{kT}}, \quad (2)$$

where $v_i$ represents one of the three Cartesian components of the velocity of atom $i$ and $m_i$ represents its mass.

Collisions with the Andersen heat bath can occur only for selected atoms, or for the entire system in a single timestep. The collisions can occur at regular intervals, or they may be Poisson distributed, so that the time $\tau$ between collisions obeys

$$p(\tau) = \alpha e^{-\alpha \tau}, \quad (3)$$

with an average time between collisions of $1/\alpha$.

The Andersen thermostat is stochastic, rather than deterministic. That is, a number of different trajectories could result from the same initial state, because of the randomly chosen velocities. Because of the abrupt, instantaneous changes in velocities, the Andersen thermostat generates irreversible and discontinuous phase
space trajectories. However, because the velocities are always Boltzmann-distributed, the system state is sampled correctly from the canonical ensemble as long as the reassignment frequency is nonzero. The dynamics are physically realistic only in the microcanonical sections of the trajectory; if the reassignment frequency is small, much of the dynamics are physically realistic, but the dynamics of the velocity reassignment do not correspond to any real physical process.

C. Langevin Thermostat

The Langevin thermostat is another stochastic temperature control algorithm in which the atoms interact with a random heat bath. This thermostat is based on Langevin’s equation of motion\(^2\),

\[
m_i a_i = F_i - \xi m_i v_i + R_i. \tag{4}
\]

The acceleration of atom \(i\), \(a_i\), is determined not only by the interatomic forces, as in Newton’s equation of motion, but includes a random force \(R_i\) from collision with a heat bath, along with a friction force proportional to the atomic velocity and a friction coefficient, \(\xi\). This friction coefficient can be chosen with physical input from the phonon frequencies in the substance of interest, but is more commonly chosen arbitrarily, especially for non-crystalline systems. The inverse of the friction coefficient defines a characteristic timescale with which the system temperature will approach the target temperature. The random or stochastic force, \(R_i\), models thermal fluctuations in the bath, and is selected
randomly from a Gaussian distribution. This width of this distribution, chosen so as to satisfy the fluctuation-dissipation theorem,\textsuperscript{25} is

\[ \sigma = \sqrt{2m_kT_0 \xi \Delta t}, \]  

(5)

where \( \Delta t \) is the simulation timestep.

Because the perturbations to the dynamics occur via the force, the phase space trajectories that are generated are continuous. The Langevin thermostat is stochastic, and thus generates trajectories that are not time-reversible. These trajectories do sample the canonical distribution, however.

**D. Berendsen Thermostat**

The Berendsen thermostat, like velocity rescaling, is a deterministic thermostat that perturbs the system velocities based on the current system temperature. It differs from velocity rescaling in that the adjustment required to bring the system temperature to the target value is not performed in a single step, but via a series of smaller adjustments\textsuperscript{18, 26}. These adjustments can be made directly to the atomic velocities, in which case the algorithm resembles a “partial” velocity rescaling algorithm. Alternatively, the adjustments can be made via the atomic forces, preserving a continuous phase space trajectory. In this implementation, the equation of motion includes a frictional force,

\[ a_i = \frac{F_i}{m_i} + \xi \zeta v_i, \]  

(6)

where the scaling factor,

\[ \zeta = \left( \frac{T_0}{T} - 1 \right), \]  

(7)
can give rise to a negative effective friction coefficient (viscous heating) when the instantaneous temperature $T$ is lower than the target temperature $T_0$.

The Berendsen thermostat is deterministic, and gives rise to continuous phase space trajectories, but it does not generate the canonical ensemble, and it is time irreversible.

For any CMD simulation, once the choice of a temperature control algorithm has been made, initial positions and velocities for all the atoms in the system must be specified. Figure 1.1 presents a detailed representation of what happens during the course of a CMD simulation.

Figure 1.1: Illustration of the processes that occur during a classical molecular dynamics simulation. Positions, velocities and accelerations of each atom in the simulated system is represented by $x_i(t)$, $v_i(t)$ and $a_i(t)$, respectively. The potential energy, $V(x)$, describes the interatomic and intra-atomic interactions within the system. The forces, $F_i(t)$ are calculated from the gradient of the potential, $V(x)$. 
The initial positions \( x_i(t) \) are specified, and then the interatomic and intra-atomic forces are calculated using the negative gradient of the potential, \( V(x) \), which is a function of the positions. After the forces have been determined, accelerations are calculated using Newton’s equation where \( F_i = m_i a_i \).

Using common integrators such as the predictor-corrector algorithm\(^{27}\), or Verlet algorithms\(^{28, 29}\) new velocities and positions are generated by integrating the accelerations. In our simulations, we use the velocity Verlet integrator to advance the positions and velocities of our atoms. The following equations represent the velocity Verlet integrator algorithm.

\[
\dot{r}_i(t + \frac{1}{2} \delta t) = \dot{r}_i(t) + \frac{1}{2} \delta t \ddot{r}_i(t) \tag{8}
\]

\[
r_i(t + \delta t) = \dot{r}_i(t) + \delta t \dot{r}_i(t) + \frac{1}{2} \delta t^2 \ddot{r}_i(t) \tag{9}
\]

\[
\dot{r}_i(t + \delta t) = \dot{r}_i(t + \frac{1}{2} \delta t) + \frac{1}{2} \delta t \ddot{r}_i(t + \delta t) \tag{10}
\]

The atomic and molecular velocities are represented by \( \dot{r}_i \), the timestep is represented by \( \delta t \), acceleration is represented by \( \ddot{r}_i \), and \( r_i \) represents the position of atoms in the system.

Classical molecular dynamics allows us to observe and study the motions of atoms over time. The time interval is broken up into increments referred to as time-steps. At every time-step, the CMD cycle is initiated and completed.

Classical molecular dynamics is based on two main approximations. Classical molecular dynamics works within the Born-Oppenheimer
approximation, and atomic motions are confined to a single potential energy surface.

The second consideration in CMD is that the atomic motions are governed by classical mechanics. Classical molecular dynamics is not sufficient to describe quantum mechanical processes such as electron transfer, and quantum mechanical tunneling. Mixed quantum-classical molecular dynamics described in Section 1.3, has been developed to help address some shortcomings of classical molecular dynamics.

1.2 Quantum Mechanics

Quantum mechanics is a more fundamental science than classical mechanics, because it allows us to study the world at a sub-atomic level. The foundations of quantum mechanics can be found in the works of renowned scientists such as Max Planck, Wolfgang Pauli, Erwin Schrödinger, Max Born, Paul Dirac, Albert Einstein, and Werner Heisenberg\textsuperscript{30-32}.

From quantum mechanics we have learned that light and matter exist as particles\textsuperscript{32, 33}. Particles are represented by wavefunctions. Wavefunctions are an abstract mathematical construct that allows us to describe the state of any physical system. Wavefunctions have a probabilistic interpretation; therefore they can be used to calculate the probability of finding a particle at any given time and in any particular region.

The evolution of wavefunctions is described by Schrödinger’s equation\textsuperscript{34}

\[
\hat{H}\Psi = E\Psi, \quad (11)
\]
where $\Psi(r_1, r_2, ..., t)$ is the wavefunction, that fully describes the state of any given system. The Hamiltonian operator, $\hat{H}$, is the quantum mechanical operator corresponding to the total energy of the system. Positions and time are represented by $r$, and $t$, respectively.

The system evolves in space and time according to Schrödinger’s equation (SE), and the Hamiltonian operator for both the time-independent and time-dependent SE is defined as follows,

$$\hat{H} \psi (r, t) = i\hbar \frac{\partial \psi (r, t)}{\partial t} .$$  \hspace{1cm} (12)

Planck’s constant is represented by $\hbar$ and $i$ represents an imaginary unit.

Schrödinger’s equation can be separated into the space and time components. This separation is plausible provided that the potential energy, $V(r)$, is independent of time. Using a technique known as separation of variables, we can solve Schrödinger’s equation and obtain two equivalent equations. The two equations obtained are shown in equations (13) and (14),

$$-\frac{\hbar^2}{2m} \frac{\partial^2 \psi(r)}{\partial r^2} + V(r)\psi(r) = E\psi(r), \hspace{1cm} \text{(13)}$$

$$i\hbar \frac{\partial \theta}{\partial t} = E\theta \text{ and } \theta = e^{\frac{-Et}{\hbar}} . \hspace{1cm} \text{(14)}$$

Equation (13) represents the time-independent formulation of Schrödinger’s equation and equation (14) is the time-dependent version. There are other commonly used mathematically equivalent formulations of quantum mechanics apart from Schrödinger’s wave mechanics. Heisenberg introduced the
use of matrix mechanics, and Paul Dirac combined wave mechanics and matrix mechanics to formulate what is now referred to as the Dirac bra-ket notation\textsuperscript{31,35}.

**Born-Oppenheimer Approximation**

The Hamiltonian operator, $\hat{H}$, for a system of nuclei and electrons described by positions $R_A$ and $r_i$, respectively, is described by the following equation

$$\hat{H} = -\frac{\hbar^2}{2m_e} \sum_i \nabla_i^2 - \frac{\hbar^2}{2} \sum_{A=A}^{A=M} \frac{1}{M_A} \nabla_A^2 + \sum_{i=1}^{N} \sum_{A=A}^{A=M} \frac{Z_A q_e^2}{r_{iA}} + \sum_{i=1}^{N} \sum_{j>i}^{N} \frac{q_e^2}{r_{ij}} + \sum_{A=A}^{A=M} \sum_{B=B=1}^{B=A} \frac{Z_A Z_B q_e^2}{R_{AB}}, \quad (15)$$

where $A, B$ represent the nuclei and $i, j$ represent the electrons\textsuperscript{35}. The first term corresponds to the kinetic energy of the electrons, the second term represents the kinetic energy of the nuclei, and the third term represents the potential energy of the attraction between the nuclei and electrons. The potential energy of the repulsion between electrons is represented by the fourth term, and the fifth term represents the repulsion between the nuclei. The mass of an electron is defined as $m_e$, $q_e$ represents charges, and $Z$ represents atomic numbers. The Laplacian operator $\nabla^2$, is defined as,

$$\nabla^2 = \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2}, \quad (16)$$

The Born-Oppenheimer approximation is an approximation that has been employed in physics and chemistry, to help separate the motions of nuclei and electrons. In this approximation the terms corresponding to the nuclei and electronic coordinates in Schrödinger’s equation are decoupled, and only the electronic terms are retained. This separation is valid because atomic nuclei are
much heavier than electrons and therefore move on a much slower timescale. The resulting equation after separating the motion of the nuclei and electrons, is referred to as an electronic Hamiltonian,

\[
H_{\text{elec}} = -\sum_{i=1}^{N} \frac{1}{2} \nabla_i^2 - \sum_{i=1}^{N} \sum_{A=1}^{M} \frac{Z_A}{r_{iA}} + \sum_{i=1}^{N} \sum_{j>i}^{N} \frac{1}{r_{ij}}. \tag{17}
\]

The electron-nuclear attraction term in the electronic Hamiltonian depends on \( r_{A} \), the nuclear positions. Since the nuclear positions are varied infinitesimally, based on the previous assumption, the Born-Oppenheimer approximation is often referred to as an adiabatic approximation. An adiabatic process is defined as a slowly perturbed system, which in spite of the perturbation remains in the original eigenstate, generating a single potential energy surface. The potential energy surface generated is referred to as an adiabatic surface. See Figure 1.2.
Figure 1.2: Illustration of an adiabatic process. The electron (Black Sphere) moves on eigenstate 1, and remains on eigenstate 1 over a long period of time.

Provided $\Delta D_{12}$, the energy difference between Eigenstate 1 and Eigenstate 2, remains large and the solvent motion is slow, the electron will remain on the ground state, unless the perturbation the electron feels is large enough to induce it to change energy levels. As long as the perturbation is small, the Born-Oppenheimer approximation holds true, but as the perturbation increases the probability of the electron transitioning from one potential energy surface to another increases and the Born-Oppenheimer approximation breaks down.
The Born-Oppenheimer approximation (BOA) also breaks down if two eigenstates of the Hamiltonian are degenerate. Degeneracy of the eigenstates implies two eigenstates have the same energies; therefore the potential energy surfaces corresponding to each of the degenerate eigenstates are indistinguishable. The Born-Oppenheimer approximation is not sufficient to describe these types of systems.

Knowing these limitations exist there have been several attempts to modify the BO approximation. Tuvi et al. modified the Born-Oppenheimer approximation by including nonadiabatic coupling correction terms that go beyond the separation of nuclear and electronic interactions. They use a modified Born-Oppenheimer basis (MBOB) that accounts for the interaction between the electronic degrees of freedom and nuclear degrees of freedom.

Esry and Sadeghpour, Moss et al., and Wolneiwicz et al. all studied modifications of the BOA. Each of these studies began with $H_2^+$, and the addition of a symmetry-breaking term so the BOA can distinguish between isotopically induced $HD^+$ charge asymmetry. These studies were specifically designed to study electron transfer between two species.

In spite of shortcoming associated with the BOA, our mixed quantum-classical simulation calculations were conducted within the Born-Oppenheimer approximation, and the adiabatic limit. While recognizing that there are several modifications that have improved the BOA, our system of interest is a solvated electron in the ground state. We make no attempts to study transitions of the electron from the ground state to higher energy levels, and have seen no evidence
to support an avoided crossing from the ground state to the first three excited states; therefore the BOA is sufficient to describe our electronic interactions.

1.3 Mixed Quantum-Classical Molecular Dynamics

Unlike CMD, pure quantum mechanical simulations of large systems with thousands of atoms\textsuperscript{42} is not currently feasible, due to the limitation of modern computers. Hybrid methods such as mixed quantum-classical molecular dynamics (MQCMD) serve as a bridge between simulating quantum mechanical and classical systems. The use of mixed quantum-classical systems is the gateway to better understanding quantum mechanical processes, in condensed phase systems.

In MQCMD a few critical degrees of freedom are treated quantum mechanically and the solvent molecules are treated classically. The most challenging aspect of employing the use of MQCMD is that the quantum mechanical degrees of freedom must progress accurately, and the classical degrees of freedom must respond correctly to the electronic transitions.

To study the electron using MQCMD systems, a determination whether to include electronic transitions must be made. If electronic transitions are excluded, the Born-Oppenheimer approximation is employed and the electron remains on a single potential energy surface. If electronic transitions are included the simulation becomes nonadiabatic, and the electronic transitions are no longer confined to one potential energy surface.
There are several approaches to describing the interactions of quantum mechanical degrees of freedom with the classical bath. The two most common approaches are the mean-field and the surface hopping methods.

In the mean-field method, the total wavefunction is separated into a product of slow and fast particles. The fast particles correspond to the quantum mechanical particles, and the slow particles correspond to the classical atoms in the system. The classical atoms and electrons in the mean-field approach evolve on a single potential energy surface that is an average of all possible quantum states. Hence in the mean-field approach correlation between electronic states are ignored.

In order to correctly describe the interactions between classical and quantum mechanical dynamics, each quantum state must evolve on a distinct potential energy path. The surface hopping formalism addresses this shortcoming, and each quantum state evolves on a distinct potential energy surface.

In mixed quantum-classical molecular dynamics, the standard molecular dynamics simulation cycle is employed but a significant modification is made. After specifying the initial positions and velocities, the time-independent formulation of Schrödinger’s differential equation is solved and new forces, $F_i(t)$, are generated. In CMD, these forces are purely solvent-solvent interactions, but in MQCMD, forces include not only the solvent-solvent interactions, but also the electron-solvent interactions.
Using the new $F_i(t)$, accelerations are calculated and used to propagate velocities and positions. With the exceptions of having used Schrödinger’s equation to determine the electron solvent forces, the CMD cycle in both cases remains the same. Refer to Figure 1.3.

\[
\Delta x_i = \int v_i \, dt \\
H\Psi = E\Psi \\
\Delta v_i = \int a_i \, dt \\
F_i = -\frac{\partial V(\Psi, x_i)}{\partial x_i} \\
a_i = \frac{F_i}{m}
\]

Figure 1.3: Flowchart of events that occur during a mixed quantum-classical molecular dynamics simulation. Positions are represented by $x_i(t)$, $v_i(t)$ represents the velocities and $a_i(t)$ represents the accelerations. The forces are represented by $F_i(t)$, and the potential is represented by $V(\Psi, x)$.

1.4 Hydrated Electrons

When an electron is solvated by water molecules, a hydrated electron is generated. Hydrated electrons play a significant role in electron transfer, condensed phase radiolysis, radical chemistry and photosynthesis. The energetics
(i.e. energy levels) of the hydrated electron energy are very sensitive to solvent fluctuations; therefore the hydrated electron serves as a sensitive spectroscopic probe for measuring solvent fluctuations. Hydrated electrons have been used as an experimental tool to study the dynamics of polar liquids\textsuperscript{45, 46} and the fluctuations associated with solvation of charged particles\textsuperscript{47, 48}.

Hydrated electrons have been studied theoretically using mixed quantum classical molecular dynamics\textsuperscript{49-53}. Experimental studies of hydrated electrons have also been conducted using both the unpolarized and polarized transient hole burning techniques\textsuperscript{54-58}, photon echo experiments\textsuperscript{59}, and resonance Raman spectroscopy\textsuperscript{60-62}.

Mixed quantum-classical molecular dynamics simulation studies conclude that a hydrated electron can be found in elliptical cavities defined by as few as six water molecules, and energy levels are distributed like the energy levels of a hydrogen atom. In the ground state a hydrated electron exist in a spherical $s$-like cavity, and in the excited state it displays $p$-like characteristics\textsuperscript{53, 57, 63-65}.

In order to theoretically study hydrated electrons using MQCMD, potentials are needed to calculate the electron-water forces. A potential known as the water-electron pseudopotential, constructed from solid state physics and scattering theories, is used to describe the interaction between the solvent molecules, and the electron\textsuperscript{66}. The details of the water electron pseudopotential used in our investigations, will be discussed in detail in Section 3.2.
1.5 Water Models

Computer water models have been developed to help elucidate physical and chemical properties of liquid or supercritical water. Water, a ubiquitous solvent, is vital to human existence. It is a unique solvent because of hydrogen bonding. The hydrogen bonding network in water is responsible for its high surface tension, high specific heat, high boiling and melting points. The quest for a better understanding of water and how it behaves stems from these qualities.

There are several different water models that have been adopted in attempts to simulate liquid water. Among these are the simple point charge (SPC) family of water models: SPC$^{18}$, SPC/FLEX$^{67}$, SPC/E$^{18, 68}$, SPC/HW$^{69}$; the transferable intermolecular potential (TIP) family of water models: TIP3P$^{70}$, TIP4P$^{70}$, TIP4P-FQ$^{71}$, pTIP4P$^{72-74}$, TIP3P-Fw$^{67}$, TIP5P$^{75}$, TIP5P/Ew$^{76}$; and the Stillinger and Weber family of water models: SWFLEX-AI$^{77}$, and SWM4-NDP$^{78}$.

Generally each water model is parameterized for one or more physical properties of experimental water. Properties such as radial distribution functions, the density anomaly, and critical parameters have all been addressed and correctly predicted by one or more of the currently available water models. Despite the fact that real water has three interaction sites, one oxygen and two hydrogen atoms, theoretical water models differ in geometry, and charge distribution. Most theoretical water models have at least three atomic sites, but they can have as many as five interaction sites or even more. See Figure 1.4.
Figure 1.4: Three different geometries of existing water models (Adapted from ref. 79). All three figures (a-c) represent different types of theoretical water geometries. All of these structures are planar except for 1.4c which has a tetrahedral geometry. Bond lengths are represented by $I_1$ and $I_2$, $q_1$ and $q_2$ represent charged sites, $\sigma$ represent the $C_2$ axis of symmetry, and $\theta$ describes the HOH angle. Bond angles, bond lengths, and charges vary from model to model. See Table 1.2.

Bonds within theoretical water molecules can be rigid or flexible. When the bonds are flexible, vibrational properties of experimental water are included in the parameterization of flexible water models, and when they are rigid, the bond lengths are fixed throughout the simulation. Flexible models are denoted by
abbreviations such as FLEX and Fw. Real molecules vibrate; therefore including these properties appears to be the correct approach to better representing experimental water. However, it has been found that including vibration considerations during parameterization increases computational burden and cost, and the improvements, with the exception of self diffusion coefficient, is negligible\textsuperscript{80}.\footnote{80}
Table 1.2: Geometric parameters for various water models. Bond lengths are represented by $l_1$ and $l_2$; $q_1$ and $q_2$ represent the charges on atoms or fictitious mass-less sites; and $\theta$, is the HOH angle. Type refers to the type of water model as depicted in Figure 1.4. The angle $\phi$, in Figure 1.4 b, describes the HOM angle, whereas in Figure 1.4 c it describes the $q_1Oq_2$ bond angle.

<table>
<thead>
<tr>
<th>Model</th>
<th>Type</th>
<th>$l_1$ Å</th>
<th>$l_2$ Å</th>
<th>$q_1$ (e)</th>
<th>$q_2$ (e)</th>
<th>$\theta^\circ$</th>
<th>$\phi^\circ$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPC$^{18}$</td>
<td>a</td>
<td>1</td>
<td>-</td>
<td>0.41</td>
<td>-0.82</td>
<td>109.47</td>
<td>-</td>
</tr>
<tr>
<td>SPC/E$^{68}$</td>
<td>a</td>
<td>1</td>
<td>-</td>
<td>0.4238</td>
<td>-0.847</td>
<td>109.47</td>
<td>-</td>
</tr>
<tr>
<td>SPC/HW$^{69}$</td>
<td>a</td>
<td>1</td>
<td>-</td>
<td>0.435</td>
<td>-0.87</td>
<td>109.47</td>
<td>-</td>
</tr>
<tr>
<td>SPC/Fw$^{67}$</td>
<td>a</td>
<td>1.012</td>
<td>-</td>
<td>0.41</td>
<td>-0.82</td>
<td>113.24</td>
<td>-</td>
</tr>
<tr>
<td>TIP3P$^{70,75}$</td>
<td>a</td>
<td>0.9572</td>
<td>-</td>
<td>0.417</td>
<td>-0.834</td>
<td>104.52</td>
<td>-</td>
</tr>
<tr>
<td>TIP3P/Fw$^{67}$</td>
<td>a</td>
<td>0.96</td>
<td>-</td>
<td>0.417</td>
<td>-0.834</td>
<td>104.5</td>
<td>-</td>
</tr>
<tr>
<td>TIP4P$^{70}$</td>
<td>b</td>
<td>0.9572</td>
<td>0.15</td>
<td>0.52</td>
<td>-1.04</td>
<td>104.52</td>
<td>52.26</td>
</tr>
<tr>
<td>TIP4P-Ew$^{81}$</td>
<td>b</td>
<td>0.9572</td>
<td>0.125</td>
<td>0.52422</td>
<td>-1.048</td>
<td>104.52</td>
<td>52.26</td>
</tr>
<tr>
<td>TIP4P-FQ$^{71}$</td>
<td>b</td>
<td>0.9572</td>
<td>0.15</td>
<td>0.631</td>
<td>-1.261</td>
<td>104.52</td>
<td>52.26</td>
</tr>
<tr>
<td>TIP4P/Ice$^{82}$</td>
<td>b</td>
<td>0.9572</td>
<td>0.1577</td>
<td>0.5897</td>
<td>-1.179</td>
<td>104.52</td>
<td>52.26</td>
</tr>
<tr>
<td>TIP4P/2005$^{83}$</td>
<td>b</td>
<td>0.9572</td>
<td>0.1546</td>
<td>0.5564</td>
<td>-1.113</td>
<td>104.52</td>
<td>52.26</td>
</tr>
<tr>
<td>SWFLEX-AI$^{77}$</td>
<td>b</td>
<td>0.9681</td>
<td>0.14$^{1,3}$</td>
<td>0.6213</td>
<td>-1.246</td>
<td>102.71</td>
<td>51.35</td>
</tr>
<tr>
<td>SWM4-NDP$^{78}$</td>
<td>b</td>
<td>0.9572</td>
<td>0.24034</td>
<td>0.55733</td>
<td>-1.115</td>
<td>104.52</td>
<td>52.26</td>
</tr>
<tr>
<td>ST2$^{84}$</td>
<td>c</td>
<td>1</td>
<td>0.8</td>
<td>0.24357</td>
<td>-0.244</td>
<td>109.47</td>
<td>109.47</td>
</tr>
<tr>
<td>TIP5P$^{70,75}$</td>
<td>c</td>
<td>0.9572</td>
<td>0.7</td>
<td>0.241</td>
<td>-0.241</td>
<td>104.52</td>
<td>109.47</td>
</tr>
<tr>
<td>TIP5P-Ew$^{76}$</td>
<td>c</td>
<td>0.9572</td>
<td>0.7</td>
<td>0.241</td>
<td>-0.241</td>
<td>104.52</td>
<td>109.47</td>
</tr>
</tbody>
</table>

Water models differ in their approach to evaluating charge distribution on the interaction sites, within each water molecule. For instance, the oxygen on a
TIP3P water molecule carries a negative charge, whereas the oxygen in a TIP4P water molecule has no charge associated with it. In TIP4P water, a negatively charged fictitious site, known as the M-site exists on the bisector of the HOH angle.

Charges can be fixed, or polarizable. If charges are polarizable, the electron or charge density or fluctuating dipole moment is allowed to change based on the local surroundings of each water molecule. Polarizable water models therefore make for a better water model than fixed charge models, in principle. Improving non-polarizable models by adding polarization increases the computational cost, and burden. Despite an increase in the computational burden, polarizable water models have shown a significant improvement in both gas phase and liquid state properties of bulk water; therefore using polarizable water models should generate more accurate results.

Unfortunately there is no single water model that correctly predicts all properties of water.
2.1 Introduction

Classical molecular dynamics (MD) simulations are most straightforward to conduct in the microcanonical ensemble, as the equations of motion conserve energy in the limit of small time-steps. Frequently, however, it is desirable to perform simulations in the canonical ensemble, either to model an experimental system in contact with a heat bath, or to allow broader sampling of phase space than is performed when the system is restricted to a single isoenergetic trajectory, or even to mask energy conservation errors and allow a more aggressive timestep to be used. A very common use of a thermostat is to bring the system into equilibrium at a particular temperature, at which point a microcanonical simulation can be performed. In order to perform an MD simulation in the canonical ensemble, a temperature control algorithm, or thermostat, is needed.

There is a great variety of thermostat algorithms that have been employed for the purpose of controlling the temperature. Among these are the Andersen\textsuperscript{17}, Berendsen\textsuperscript{18}, Hoover\textsuperscript{85}, Nosé-Hoover\textsuperscript{85-87}, Langevin\textsuperscript{1}, and velocity-rescaling thermostats. These thermostats have all been widely used, but there are very few studies that have directly examined the effects of the thermostat algorithm on the properties of the system, and fewer still that compare multiple thermostats directly. Indeed, it is generally assumed that any thermostat (certainly the one in use in each particular study) is adequate for bringing the system into equilibrium at the desired temperature. It is frequently assumed implicitly (and often
incorrectly) that the thermostat in question will correctly generate an equilibrium system in the canonical ensemble. The purpose of this paper is to illustrate that not all thermostats will even bring a system to thermal equilibrium.

These effects have been observed before, for the velocity rescaling thermostat. In an important study, Harvey et al. observed a side effect of the widely used velocity rescaling thermostat that they termed the “flying ice cube” effect. Use of the velocity rescaling thermostat causes the internal motions of the system to become damped towards low energy, while the overall average kinetic energy is maintained through an elevated translational kinetic energy. Thus, prolonged use of the velocity rescaling thermostat, rather than relaxing to thermal equilibrium between the various degrees of freedom, actually leads to sustained violations of energy equipartition.

In a direct comparison of several different temperature control algorithms, Nilsson et al. studied the effect of four thermostats (Hoover, Velocity rescaling, Nosé-Hoover and Berendsen) on the physical properties of 7208 SPC/E and TIP3P water molecules. In their analysis of energetic, structural, and dynamic properties they reported that the flying ice cube effect was not observed in their simulations. However, they did report the existence of unexplained problems when using deterministic thermostats such as the velocity rescaling thermostat. Among the observed problems are a pronounced departure from linearity in the mean square displacement plots, and an inability of the thermostat to maintain the systems temperature at the target temperature.
In this study we apply four commonly used thermostats in the simulation of bulk TIP4P water. The four thermostats chosen are the velocity rescaling, Andersen, Langevin, and Berendsen thermostats. The primary emphasis is on the partitioning of system energy between the rotational and translational degrees of freedom, and how this differs for different thermostats. The effects of any violations of equipartition on the dynamic behavior of liquid water are also considered.

Our primary observation is that the flying ice cube effect is not limited to the velocity rescaling thermostat. This phenomenon also occurs in the Berendsen thermostat, and should be expected to occur in any thermostat that performs a deterministic, rather than stochastic, perturbation of atomic velocities in a way that depends on the system temperature. Echoing and extending the results of Harvey et al., we find that over long periods of time, deterministic thermostats do not partition the energy of the system correctly, and lead instead to a steady state that is not only non-canonical, but is not in thermal equilibrium. On the other hand, we confirm that stochastic thermostats such as the Andersen and Langevin algorithms correctly bring the rotational and translational subsystems into thermal equilibrium, as should occur for proper equilibration in the canonical ensembles.

The computational details and specific thermostat algorithms are discussed in Section II. The simulation results are presented in Section III, and in section IV we summarize the results and their significance for those performing thermostatted molecular dynamics simulations.
2.2 Computational Details

Simulations of TIP4P water were performed in both the bulk liquid phase and as a gas-phase dimer, using each of four thermostats: velocity rescaling, Andersen\textsuperscript{17}, Berendsen\textsuperscript{18}, and Langevin\textsuperscript{1}. In the bulk water simulations, 200 TIP4P water molecules were used in a cubic box, of length of 18.17 Å, resulting in a density of 0.9974 g/cm\textsuperscript{3}. Periodic boundary conditions were employed, with the minimum image convention. In each simulation, an equilibration period of 1.5 ns (dimer) or 2 ns (bulk) was followed by a period of 1 ns during which results were collected. The velocity Verlet algorithm\textsuperscript{91, 92} was used to integrate the equations of motion with a timestep of 1 fs, and the RATTLE algorithm\textsuperscript{93} was used to constrain the rigid bonds in TIP4P water.

The system temperature was calculated from the kinetic energy in the usual way, using the assumption of equipartition of energy. A system with \( N \) particles and \( N_c \) constraints will have \( 3N-N_c \) degrees of freedom. If each is assumed to have a kinetic energy of \( kT/2 \), the full system temperature can be calculated from the total kinetic energy as

\[
T_{\text{tot}} = \frac{2KE}{(3N-N_c)k} = \frac{1}{(3N-N_c)k} \sum_{i=1}^{N} m_i v_i^2.
\]  

(1)

In a system of 200 TIP4P water molecules, for example, there are \( N=800 \) particles (including the \( M \) sites) and \( N_c=1203 \) constraints, including six bond length constraints per water molecule, plus three constraints on the conserved center-of-mass translational velocity). Thus there are \( 3N-N_c=1197 \) degrees of freedom for this system (three linear and three angular velocities per water
molecule, less the three constraints on the system’s center-of-mass linear velocity).

In order to evaluate the extent to which equipartitioning is obeyed, the total system temperature will be decomposed into rotational and translational temperatures. The translational temperature, $T_{tr}$, is calculated using only the kinetic energy due to center-of-mass translations,

$$T_{tr} = \frac{2KE_{tr}}{(3N_{mol} - 3)k} = \frac{1}{(3N_{mol} - 3)k} \sum_{i=1}^{N_{mol}} M_i \left( v_{i,\text{com}}^{} \right)^2,$$

(2)

where $M_i$ is the mass and $v_{i,\text{com}}^{}$ is the center-of-mass velocity of molecule $i$, and there are a total of $N_{mol}$ molecules. Only the three constraints on the system’s center-of-mass linear momentum are attributable to the translational subsystem.

For a system of rigid TIP4P molecules, there is no vibrational kinetic energy (all $6N_{mol}$ vibrational degrees of freedom are constrained), and all non-translational contributions to the kinetic energy are rotational. Consequently the rotational temperature is calculated from the rotational kinetic energy as

$$T_{rot} = \frac{2KE_{rot}}{3N_{mol}k} = \frac{1}{3N_{mol}k} \left[ \sum_{i=1}^{N} m_i v_i^2 - \sum_{i=1}^{N_{mol}} M_i \left( v_{i,\text{com}}^{} \right)^2 \right],$$

(3)

here there are three rotational degrees of freedom per molecule. (The rotational angular momentum of the full system is not constrained, due to the periodic boundary conditions.)

Next, the algorithms used to implement each of the four thermostats are described in Chapter 1, along with some of their important features. The specific temperatures and details pertaining to the simulation details using each of the four thermostats, is described below.
Using the velocity rescaling thermostat, we scale the velocities whenever the instantaneous system temperature exceeds the range \([T_0 - \Delta T, T_0 + \Delta T]\), where \(T_0\) is the reference temperature (chosen to 298.15 K here, in all simulations) and \(\Delta T\) is a tolerance used to specify the strictness of the temperature control (chosen to be \(\Delta T = 3\) K).

The velocity reassignments for the Andersen thermostat occur for all atoms simultaneously, and these global collisions with the heat bath occur once every 100 fs.

The friction coefficient for the Langevin thermostat was selected arbitrarily and at every timestep the random force is selected from a Gaussian distribution.

The Berendsen thermostat, like the velocity rescaling thermostat scales the velocities, but here the scaling is performed at every timestep. The reference temperature for the Berendsen thermostat is 298.15 K.

2.3 Results / Discussion

The primary goal of this study was to investigate the extent of any violations of equipartitioning of energy induced by each of the four thermostats investigated. For the rigid TIP4P water model, there are no vibrational degrees of freedom. Consequently, the main results examined are the rotational temperature, \(T_{\text{rot}}\), and the translational temperature, \(T_{\text{tr}}\).

Both the Berendsen and velocity rescaling thermostats fail at maintaining the correct energy distribution between the various degrees of freedom in the
simulated water systems. We observed both deterministic thermostats exhibit the flying ice cube effect. The flying ice cube effect, reported as an inherent problem associated with rescaling thermostats, is a result of a continuous increase in the ratio of the reference and instantaneous temperatures, due to thermal fluctuations. Due to the aforementioned problems in an isolated MD system where rescaling thermostats are used, as the energies associated with translational degrees of freedom increase, the internal energies such as rotations or vibrations become extremely small\textsuperscript{88}.

In our simulation studies we compared the energies and temperatures of four thermostats and as expected the stochastic thermostat correctly partitioned the energies of all degrees of freedom. The deterministic thermostats on the other hand partitioned the energies of the various degrees of freedom incorrectly but maintained the average temperature at the correct value.

In Figure 2.1 a and 2.1 b both systems were equilibrated using the Langevin thermostat, and then a 1 ns simulation period in which the Berendsen thermostat was turned on, and allowed to maintain the temperatures for the length of the simulation. The same procedure was used to obtain Figure 2.1 b, but instead of using the Berendsen thermostat the velocity rescaling thermostat was used. We observed that the Berendsen thermostat is less efficient at maintaining the correct energy distributions for the translational and rotational energies when compared to data obtained using the velocity rescaling thermostat.
Figure 2.1: Temperature (K) versus time (fs) simulation of TIP4P water molecules. a) Plot generated using the velocity rescaling thermostat b) Plot generated using Berendsen thermostat. Green represents the translational degrees of freedom, red represents the average temperature and blue represents the rotational degrees of freedom.
Using the Berendsen thermostat, after 125 ps evidence of partitioning was first observed, whereas in the case velocity rescaling thermostat, partitioning was first observed at approximately 275 ps. After the initial separation in energy occurs, a rapid separation period followed. This rapid separation in energy is substantiated by the magnitude of the derivatives associated with the slopes of the translational and rotational temperatures as seen in Figures 1a and 1b. We also observed that as the system approaches equilibrium, there is a decrease in the rate of energy transfer between the various degrees of freedom.

The flying ice cube effect allows for a continuous transfer of energies from the rotational kinetic energy to the translational kinetic energy, and the magnitude of the rotational kinetic energy continues to approach zero. Therefore it is impossible to attain perfect equilibrium. The values we utilize in tables 1 and 2 are specific to the length of our simulations.

<table>
<thead>
<tr>
<th>Thermostats</th>
<th>Langevin</th>
<th>Velocity Rescaling</th>
<th>Andersen</th>
<th>Berendsen</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{\text{ref}}$</td>
<td>298.15 K</td>
<td>298.15 K</td>
<td>298.15 K</td>
<td>298.15 K</td>
</tr>
<tr>
<td>$T_{\text{avg}}$</td>
<td>300 ± 1 K</td>
<td>299.06 ± 0.03 K</td>
<td>297 ± 1 K</td>
<td>298.476 ± 0.004 K</td>
</tr>
<tr>
<td>$T_{\text{rot}}$</td>
<td>299 ± 2 K</td>
<td>12.9 ± 0.2 K</td>
<td>296 ± 2 K</td>
<td>9.2 ± 0.1 K</td>
</tr>
<tr>
<td>$T_{\text{trans}}$</td>
<td>302 ± 2 K</td>
<td>871.3 ± 0.4 K</td>
<td>300 ± 3 K</td>
<td>877.1 ± 0.2 K</td>
</tr>
<tr>
<td>$T_{\text{trans}} / T_{\text{rot}}$</td>
<td>1.01 ± 0.01</td>
<td>67.54 ± 0.02</td>
<td>1.013 ± 0.01</td>
<td>95.33 ± 0.01</td>
</tr>
</tbody>
</table>

Table 2.1: Calculated temperature and standard deviation values for the water dimer simulations for each of the four thermostats used in our simulations.
Table 2.2: Calculated temperature and standard deviation values for the bulk water simulations for each of the four thermostats used in our simulations. Temperatures $T_{\text{ref}}$, $T_{\text{rot}}$, $T_{\text{trans}}$ are in units of Kelvins, but $T_{\text{trans}} / T_{\text{rot}}$ is unitless.

The ratios of translational temperature and rotational temperatures, $T_{\text{trans}} / T_{\text{rot}}$, have been calculated for bulk and dimer simulations. These values are reported in tables 1 and 2. For the Andersen and Langevin thermostats the ratios of $T_{\text{trans}} / T_{\text{rot}}$ are approximately one, whereas the rescaling thermostats deviated by a great deal from unity. In the bulk systems, the velocity rescaling thermostat had a $T_{\text{trans}} / T_{\text{rot}}$ ratio of 63.33 ± 0.001, and the Berendsen thermostat had a ratio of 21.988 ± 0.001.

The consequence of equipartion violation is very severe and distorts the dynamics of atoms for extensively long periods even after the deterministic thermostats were turned off. We turned off the Berendsen thermostat after the 1 ns data acquisition period, and attempted to calculate how long it takes for the energies of the translational and rotation kinetic energies to return to an average
of 298.15 K. Two successive simulations were performed, both were 1 ns long. Our focus was on the rotational energies and we calculated the extent of heat absorbed by the internal energies. The results were surprising, and they are as follows. After the first 1 ns second run, the average rotational temperature was 22.419 ± 0.004 K, and after the second 1 ns run the average rotational temperature was 21.955 ± 0.005 K. After 2 ns the bulk water system had heated up by 0.4671 ± 0.0003 K. This simulation is characteristic of several simulations performed under the same conditions. As we mentioned earlier, these values we report are representative of the duration of the simulation length, but the pattern of energy distribution is consistent among all our simulations.

Harvey et al. in their 1997 study of temperature control algorithms on SPC/E water observed that there is a dependency on the system size and the extent of energy separation among different degrees of freedom in the system. We explored this observation and extended our studies beyond observations of bulk water simulations. We studied water dimer(s) using each of our four thermostats and compared the obtained temperature values to the temperatures obtained in bulk water simulation. In the dimer simulations, we observe that the extent of equipartition violation is larger than in the bulk water simulations. See tables 1 and 2.

The translational temperatures associated with the Berendsen thermostat for the water dimer is 877.1 ± 0.2 K, whereas the bulk water has a translational temperature of 588.9 ± 0.4 K. The magnitude of the difference we observe between bulk and dimer translational temperature is also evident when the
velocity rescaling thermostat is used. There is a significant increase in the translational temperature as the system size decreases and the flying ice cube effect is much more pronounced.

Self diffusion coefficient values for TIP4P water were calculated after equilibration in a non-thermostatted environment using Einstein’s equation,

\[
D = \lim_{t \to \infty} \left[ \frac{\langle |r(t) - r(o)|^2 \rangle}{6t} \right], \tag{4}
\]

where \( r \) represents the position of the atoms at any given time. The non-thermostatted simulations were performed for 1ns. From our simulations we observed that both stochastic thermostats did not distort the dynamics of the water molecules. The microcanonical simulations we ran after employing the use of both the Andersen and Langevin thermostats generated self diffusion coefficient values that are in good agreement with literature values for the TIP4P water model. Refer to Table 3.
Table 2.3: Theoretically calculated self diffusion coefficient values calculated after applying each of the four thermostats.

<table>
<thead>
<tr>
<th>Thermostats</th>
<th>Type</th>
<th>Diffusion Coefficients (cm²/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Berendsen</td>
<td>Deterministic</td>
<td>$5.56 \times 10^{-5}$</td>
</tr>
<tr>
<td>Andersen</td>
<td>Stochastic</td>
<td>$3.44 \times 10^{-5}$</td>
</tr>
<tr>
<td>Langevin</td>
<td>Stochastic</td>
<td>$3.78 \times 10^{-5}$</td>
</tr>
<tr>
<td>Velocity Rescaling</td>
<td>Deterministic</td>
<td>$5.44 \times 10^{-5}$</td>
</tr>
<tr>
<td>Theoretical TIP4P</td>
<td>None</td>
<td>$3.6 (0.2) \times 10^{-5}$ (71)</td>
</tr>
<tr>
<td>Experimental</td>
<td>-</td>
<td>$2.4 \times 10^{-5}$ (94)</td>
</tr>
</tbody>
</table>

The deterministic thermostats on the other hand, overestimated the mean squared displacement values and this is most likely a result of the violation of energy equipartition. At the end of the equilibration period, the translational degrees of freedom in both the Berendsen and velocity rescaling thermostats increased a great deal, and average values of $596.60 \pm 0.01$ K, and $571.7 \pm 0.2$ K, respectively, were reported. It is logical to assume that molecules will diffuse faster as the translational temperatures increase, and in fact we observe this phenomenon and report values of all diffusion coefficient values in Table 3.

We recommend that for each simulation the choice of thermostat should depend on the experiment and data been collected. Keeping in mind that as translational energy increases and rotational energy decreases the physical meaning of the system of study begins to break down.
2.4 Conclusion

The use of deterministic thermostats such as the Berendsen and velocity rescaling thermostats have inherent problems associated with them. Without modifications such as periodically removing center of mass motions, and performing infrequent rescaling, these thermostats will severally dampen the internal energies, and extremely increase the linear momentums of atoms in the system. In this paper we make no attempt to discuss possible methods for improving the rescaling methods. Our goal is to illustrate the extent to which these thermostats differ from stochastic thermostat and partition energies with regards to the various degrees of freedom in the system. Also comparing self diffusion coefficient values obtained from each thermostat go to further illustrate how each thermostats change the dynamics of system. We find that to calculate self diffusion for water it is ill advised to employ the use of deterministic thermostats, such as the Berendsen and velocity rescaling thermostats, because energy equipartition is violated, and this leads to severe distortion of dynamical properties such as diffusion statistics.
CHAPTER THREE
MIXED QUANTUM-CLASSICAL STUDY OF A HYDRATED ELECTRON: I.
EFFECTS OF WATER GEOMETRY

3.1 Introduction

Hydrated electrons play a significant role in condensed phase radiolysis, radical chemistry, and photosynthesis. To better understand electron transfer in these processes, extensive theoretical studies have been conducted on the behavior, properties and dynamics of a single electron in water. A variety of water models have been used to study hydrated electrons in the past, ranging from rigid, nonpolarizable models (SPC)\textsuperscript{18} to flexible models (SPC/Flex)\textsuperscript{67} and polarizable models (pTIP4P)\textsuperscript{72-74}. Rossky et al.,\textsuperscript{50, 51, 95, 96} have studied the adiabatic and nonadiabatic dynamics of an electron in SPC/Flex water. Staib and Borgis examined the shape fluctuation and diffusion of an electron using the floating spherical Gaussian orbital (FSGO) method\textsuperscript{97} using a polarizable version of TIP4P water (pTIP4P)\textsuperscript{72-74}.

The computed ground state absorption spectrum is one of the key quantities discussed in these studies, and is repeatedly found to be blue shifted by 0.5–0.7 eV from the experimental absorption peak. A new electron–water pseudopotential was developed by Turi and Borgis\textsuperscript{66} and used to model the hydrated electron in SPC water. This new pseudopotential addressed the blue shift in the computed absorption spectrum; the average energy difference between the ground and first excited state of 1.7 eV in this study\textsuperscript{66}, was much lower than the value of 2.2 eV that had been previously calculated\textsuperscript{50,95,57, 66, 98-100}. The shape of
the simulated absorption spectrum was well reproduced, however, with absorption overestimated at low energies and underestimated in the high-energy tail.

Del Buono et al. studied the diffusive transport of a hydrated electron in SPC-FLEX water\textsuperscript{49}. They compared the diffusive behavior of the hydrated electron to that of a hydrated bromide ion in SPC water in order to elucidate the factors responsible for the enhanced diffusion rate of the hydrated electron in comparison to the halide ions\textsuperscript{49}.

Despite the variety of models used to study the hydrated electron, no attempt has been made to quantitatively assess the effect of different water models, or their different features, on the properties of the simulated wet electron. In this study, we explore the structural, energetic, and dynamical properties of a hydrated electron solvated by two different water models. Here, we focus on the simple point-charge (SPC) model and the four-point transferable intermolecular potential (TIP4P). These models were chosen both for their popularity and their simplicity. Both are rigid, nonpolarizable models. While it is easily argued that a flexible or polarizable model should provide better comparison with experiment, the goal in using these two models is to isolate the effect of the geometry of the water model. The effects of flexibility and polarizability are mentioned briefly below, but a detailed analysis of these features is not considered here.

The SPC and TIP4P water models differ in their underlying geometries, as well as in their computed thermodynamic properties. The SPC water model has three interaction sites, located on the atomic nuclei, whereas the TIP4P water has four interaction sites: the three nuclei and a massless site known as the M site,
which is on the bisector of the HOH angle, shifted inward from the oxygen site towards the center of mass. The site of negative charge in the SPC model is on the oxygen, while in the TIP4P model it resides on the M site. The parameters defining both water models are listed in Table 3.1.

<table>
<thead>
<tr>
<th>Potential Parameters</th>
<th>SPC</th>
<th>TIP4P</th>
</tr>
</thead>
<tbody>
<tr>
<td>r_{OH} (Å)</td>
<td>1.00</td>
<td>0.9572</td>
</tr>
<tr>
<td>r_{OM} (Å)</td>
<td>—</td>
<td>0.15</td>
</tr>
<tr>
<td>θ_{HOH} (deg.)</td>
<td>109.47</td>
<td>104.52</td>
</tr>
<tr>
<td>ε (kcal/mol)</td>
<td>0.1554</td>
<td>0.1550</td>
</tr>
<tr>
<td>σ (Å)</td>
<td>3.166</td>
<td>3.154</td>
</tr>
<tr>
<td>q_{H}(e)</td>
<td>+0.41</td>
<td>+0.52</td>
</tr>
<tr>
<td>q_{M}(e)</td>
<td>—</td>
<td>–1.04</td>
</tr>
<tr>
<td>q_{O}(e)</td>
<td>–0.82</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Table 3.1: Potential geometric parameters for SPC and TIP4P water models\textsuperscript{18, 70}.

Calculated properties for the two water models are listed in Table 3.2, along with experimental values. The TIP4P potential is typically considered to be a more accurate model of liquid water, because several properties of bulk water (such as the heat capacity and enthalpy of vaporization) and the water dimer (bond energy and angle) are better represented by TIP4P than SPC. The TIP4P model also gives a more accurate representation of the structure of liquid water\textsuperscript{70}.
<table>
<thead>
<tr>
<th>Property</th>
<th>SPC</th>
<th>TIP4P</th>
<th>Experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gas phase dipole moment, $\mu$ (D)</td>
<td>2.27$^a$</td>
<td>2.18$^a$</td>
<td>1.85$^b$</td>
</tr>
<tr>
<td>Dimer Energy (kcal/mol)</td>
<td>–6.59$^a$</td>
<td>–6.24$^a$</td>
<td>–5.44 (0.7)$^c$</td>
</tr>
<tr>
<td>Dimer O-O Length (Å)</td>
<td>2.75$^a$</td>
<td>2.75$^a$</td>
<td>2.98$^d$</td>
</tr>
<tr>
<td>Water dimer angle (deg)</td>
<td>21°$^a$</td>
<td>46°$^a$</td>
<td>60°$^d$</td>
</tr>
<tr>
<td>$C_P$ (cal mol(^{-1}) deg(^{-1}))</td>
<td>23.4$^a$</td>
<td>19.3$^a$</td>
<td>17.99$^d$</td>
</tr>
<tr>
<td>$\Delta H_{\text{vap}}$ (kcal/mol)</td>
<td>10.77$^a$</td>
<td>10.66$^a$</td>
<td>10.51$^d$</td>
</tr>
<tr>
<td>$\rho$ (g/cm(^3))</td>
<td>0.971$^a$</td>
<td>0.999$^a$</td>
<td>0.997$^d$</td>
</tr>
<tr>
<td>Diffusion constant (10(^{-5}) cm(^2)/s)</td>
<td>3.3$^e$</td>
<td>3.6$^e$</td>
<td>2.4$^f$</td>
</tr>
</tbody>
</table>

Table 3.2: Calculated properties for SPC and TIP4P water potentials, and experimental properties of water.

The goal of this work is to perform simulations of the energetics and dynamics of the hydrated electron that differ only in the treatment of the solvent, in order to determine how much role the water model plays in governing the behavior of the hydrated electron. In section II, we discuss the details of our simulations, and the pseudopotential used for the electron-water interaction. In section III, we present and discuss the properties of the hydrated electron when solvated by both water models. Conclusions are presented in section IV.
3.2 Simulation Details

A. Potential Details

The water-electron interactions are described in these simulations via the Rossky and Schnitker electron-water pseudopotential. While the newer Turi and Borgis pseudopotential provides absorption energies that are in better agreement with experiment, the goal here is to study the effect of the water model, rather than the pseudopotential. Because more simulations have been performed with the Rossky and Schnitker pseudopotential, we use that model here to facilitate comparison with previous work.

The electron–water pseudopotential can be written as

\[
V_{ps}(r) = \sum_i S(|r - r_i|) \left( -\frac{q_i}{|r - r_i|} \right) - \sum_{o} \left[ 1 - e^{-|r - r_o|/\sigma} \right] \frac{\alpha_0}{2|r - r_o|^4} + \sum_{i} \sum_{j} B_j \left( r_i \right)^{\alpha_0} e^{-\rho_j |r - r_i|},
\]

where the first sum represents the electrostatic interactions, and runs over all interaction sites \( i \) with position \( r_i \) and charge \( q_i \). In the TIP4P model the oxygen site is neutral. \( S(r) \) is a cubic spline that smoothly turns off the electrostatic interaction inside a cutoff distance \( r_{uc} \), in order to avoid singularities when the electron interacts with a positive nucleus. This cutoff function equals one at distances beyond \( r_u = 0.4 \text{ Å} \) for hydrogen atoms and 0 Å for oxygen (SPC) and the M site (TIP4P). The second term in the pseudopotential represents the polarization potential, resulting from polarization of the water molecule induced by the electron. This term is required because both water models are nonpolarizable, and are parameterized around the effective mean-field polarization induced only by the solvent environment. The molecular polarizability is taken to be \( \alpha_0 = 9.745 \text{ a.u.} \) and is taken to act only at the oxygen
nuclei, for both water models. A cutoff radius of \( r_C = 1.53 \, \text{Å} \) prevents the polarization potential from diverging at the oxygen sites. Lastly, the final sum represents the core repulsion potential arising from a double-\( \zeta \) basis set of Slater orbitals. For both water models, these Slater orbitals are centered on the atomic nuclei, with no orbitals residing on the TIP4P M site. The values of the constants \( B, n, \) and \( r \) that characterize this effective interaction with the water pseudo-wavefunction can be found in the original description of the pseudopotential\textsuperscript{51,95}.

For both the SPC and TIP4P potentials, the water–water interaction potential is a combination of a 12-6 Lennard-Jones potential and electrostatic interactions,

\[
U_{\text{int}} = \sum_{i<j} 4 \varepsilon \left[ \left( \frac{\sigma}{r_{ij}} \right)^{12} - \left( \frac{\sigma}{r_{ij}} \right)^{6} \right] + \sum_{i<j} \left( \frac{q_i q_j}{r_{ij}} \right). \tag{2}
\]

The difference between the two potentials arises in which sites (H atoms, O atoms, or M sites) are LJ or electrostatic interaction sites, and in the values of the \( \varepsilon \) and \( \sigma \) parameters. The parameters for each model are provided in Table 1.

B. Computational Details

Two mixed quantum-classical systems were studied. The first system contained one electron solvated by 200 SPC water molecules and the second system contained one electron solvated by 200 TIP4P water molecules. Both systems were simulated at constant volume in a cubic box of length 18.17 Å, resulting in a density of 0.997 g/cm\(^3\). Periodic boundary conditions were used, with the minimum image convention\textsuperscript{1}. Both systems were equilibrated for 140 ps at a temperature of 298±1 K using the Andersen thermostat\textsuperscript{17} with a resampling
interval of 100 fs, and 60 ps of non-thermostatted dynamics followed, during which time all of the property averages were collected. The velocity Verlet algorithm was used to integrate the dynamics with a time-step of 1 fs, and the RATTLE algorithm was used to satisfy the rigid bond constraints in the SPC and TIP4P models.

In the mixed quantum-classical system, the time evolution is treated within the Born-Oppenheimer approximation, with the quantum electron moving adiabatically on the ground state electronic surface. This ground state surface is obtained by solving Schrödinger’s equation at every time-step on a spatial grid of $16^3$ grid points using an iterative block Lanczos scheme. The solvent evolves under the classical forces due to the gradient of the water–water potential, as well as the quantum (Hellman-Feynman) force due to the electron.

3.3 Results / Discussion

The properties of the hydrated electron are similar in both solvent models, but with some significant differences. The structure (size) of the electron, its energetics, and its mobility are compared below.

The average radius of gyration is used as a measure of the size of the hydrated electron. When the electron is solvated by SPC water, the average (and standard deviation of the) radius of gyration is found to be 2.1(0.2) Å, whereas in TIP4P water the average radius of gyration is 2.0(0.1) Å. This difference is small, but statistically significant. Figure 3.1 shows the distribution of radii of gyration
obtained in both the SPC system and the TIP4P system. The electron is slightly more diffuse in SPC water than in TIP4P.

Figure 3.1: Normalized probability density function for the radius of gyration of a hydrated electron solvated by TIP4P water (dashed, blue line) and SPC water (solid, red line).

On the other hand, calculated values of the diffusion coefficient show that the electron is more mobile in TIP4P solvent. Diffusion coefficient values were calculated from 3 ps of a non-thermostatted dynamics, using Einstein’s relation,

$$D = \lim_{t \to \infty} \frac{\langle (r(t) - r(0))^2 \rangle}{6t}$$  \hspace{1cm} (3)

where $r$ represents the center-of-mass position of the electron. The diffusion constants for the electron in SPC and TIP4P water are $1.55 \times 10^{-5}$ cm$^2$/s, and
1.75×10⁻⁵ cm²/s, respectively, as calculated from the slope of the mean square displacement with time, at long times. The slightly faster diffusion of the electron in TIP4P water is probably a result both of the slightly smaller size of the electron, as well as the faster dynamics of the TIP4P solvent itself. For the self-diffusion coefficient of water, we obtain a value of 3.94×10⁻⁵ cm²/s for TIP4P water, somewhat faster than the diffusion coefficient of 3.38×10⁻⁵ cm²/s for SPC, and in agreement with previous results⁷⁰. The calculated diffusion coefficients for the hydrated electron are considerably smaller than those measured experimentally; the experimental diffusion constant calculated for a hydrated electron using the Nernst equation is 4.9×10⁻⁵ cm²/s (Ref. ¹⁰²). In previous simulations by Rossky and Schnitker using SPC-FLEX water molecules, an electron diffusion coefficient of 3.3×10⁻⁵ cm²/s was obtained⁹⁶. The enhanced diffusion they observed is likely due to the type of water model they employed. With a flexible water model, the O–H bond vibration allows the electron greater freedom to move throughout the solvent than in a rigid water system. The solvent self-diffusion coefficient is much more strongly affected by bond length⁶⁷ than bond flexibility⁷⁹, but the light electron is able to move on the time scale of covalent bond vibration, so flexible bonds have a larger effect.

At equilibrium the ground-state hydrated electron occupies an approximately spherical cavity, while the first three excited states have p-like geometry⁵³, ¹⁰¹. The energies of these four states are distributed as shown in Figure 3.2. The cumulative distributions are shown in order to most clearly show the energetic shifts due to the solvent model.
In TIP4P water, the average eigenenergy of the ground state is $-2.79 \pm 0.3$ eV, somewhat lower than the average ground state energy of $-2.59 \pm 0.2$ eV in SPC water. The experimental value is about 20% lower still, at $-3.32$ eV (Ref. 100).

The energy of the $p$-like excited states, on the other hand, are slightly higher in TIP4P water than in SPC water, with a slightly wider splitting of the $p$-like energies. We find a difference of $0.83$ eV $\pm 0.03$ between the average energies of the first and third excited state in SPC water, increasing to $0.89$ eV $\pm$
0.03 in TIP4P water. The former agrees well with the value of 0.8 eV reported by Schwartz et al.\textsuperscript{57}

The lowering of the ground state energy and destabilization of the excited states in TIP4P water leads to a simulated absorption spectrum that is blue-shifted when compared to that observed in SPC water, as shown in Figure 3.3.

![Figure 3.3: Simulated absorption spectra for the hydrated electron in TIP4P (dashed, blue line) SPC (solid, red line) water.](image)

Both spectra are already blue-shifted from the experimental absorption spectrum\textsuperscript{103}, which has a maximum at 1.7 eV. The experimental spectrum is also both broader and more asymmetric than the simulated absorption spectra, with a full width at half-maximum (FWHM) of 0.84 eV\textsuperscript{103}. This blue shift is thus more
pronounced for TIP4P than SPC, which have maxima at 2.6 and 2.5 eV, respectively. The simulated absorption spectrum in TIP4P water is somewhat broader, however, and more asymmetric. The FWHM increases from 1.13 eV in SPC water to 1.28 eV in TIP4P water. The shape of the simulated absorption spectrum is thus slightly better reproduced by TIP4P water, despite the larger blue shift.

The width of the absorption lineshape results in part from the splitting between the three different $p$-like states due to cavity asymmetry, and in part from the broadening of the ground and excited states by solvent fluctuations. If the memory of the cavity asymmetry persists for times longer than a few ps (the lifetime of the excited state), then there is inhomogeneous broadening. Simulations by Schwartz and Rossky in SPC water indicated that the $p$-like states interconverted on time scales of $\sim 1$ ps$^{57, 64}$, perhaps slow enough to demonstrate inhomogeneous broadening.

In our simulation the splitting patterns observed for both the SPC and TIP4P water-electron simulations are shown in Figure 3.4.
Figure 3.4: Contributions of each of the three $s \rightarrow p$-like transitions to the simulated absorption spectra in Figure 3.3, for (a) the TIP4P water model and (b) the SPC water model.
Experimental investigations, on the other hand, have had ambiguous and contradictory results in trying to selectively excite and monitor specific $p$-like states, leading to speculation that these states interconvert much more rapidly\textsuperscript{54,56,58,61,104}. The dynamics of the solvent cavity are determined by both the solvent motion and its interaction with the electron. The pseudopotential is the same as that used by Rossky, and variations in the classical solvent model in the current simulations result in only minor changes to the solvent dynamics – not enough to result in dramatic variations in cavity interconversion rates. Figure 3.5 shows the cumulative probability distribution functions for interconversion between $p$ states.

Figure 3.5: Cumulative probability distribution functions for the interconversion rates between $p$ states. The lowest lying $p$ state is denoted as $\Psi_1$, the second (intermediate) $p$ state is denoted as $\Psi_2$, and the highest energy $p$ state is denoted as $\Psi_3$. Interconversion rates between the $p$ states are denoted as $\Psi_x <-\rightarrow \Psi_{x+1}$. 
The distribution of interconversion times are fit well by an exponential distribution. The middle of the three \( p \)-like states exchanges with the lowest lying \( p \)-like state with a characteristic time of \( \tau_{12} = 830 \) fs, and with the highest \( p \)-like state with a characteristic time of \( \tau_{23} = 1130 \) fs. The exchanges happen with a characteristic time of \( \tau = 530 \) fs, when the identity of the swapped states is neglected. These characteristic times were obtained by least-squares fitting to the cumulative distribution functions shown in Figure 3.5.

3.4 Conclusion

The effects of two different rigid, nonpolarizable water models on the physical properties of a hydrated electron have been studied. The SPC and TIP4P water models do result in quantitatively different properties for the hydrated electron. In general, the hydrated electron is slightly better described when solvated with TIP4P water than with SPC water, at least when the Rossky pseudopotential is used. Neither model results in a truly accurate model of the hydrated electron, however. For example, the electron diffuses about 13% faster in TIP4P water than in SPC water, although the experimental diffusion rate is roughly three times larger. Likewise, the electron’s ground state energy is 0.20 eV lower in TIP4P water than in SPC water, but the physical electron is another 0.5 eV more stable. The simulated absorption spectrum, known to be blue-shifted with the Rossky pseudopotential, is blue-shifted more in TIP4P than SPC, while the shape of the simulated absorption spectrum is slightly better (more asymmetric with a high-energy tail) in TIP4P water.
The TIP4P water model provides a more realistic description of the geometric and electrostatic properties of water, including the bond length, bond angle, and average liquid-state dipole moment, than does the SPC model. It also generally provides a better description of the structure and dynamics of liquid water. It is satisfying then, and perhaps not too surprising that the TIP4P water model provides a somewhat more realistic environment for the hydrated electron, in that it more closely resembles the ab initio water with which the Rossky pseudopotential was parameterized\textsuperscript{51} and provides more realistic solvent structure and fluctuations. But substantial errors remain in both the energetics and the dynamics of the simulated hydrated electron.

It is likely that the rigidity and the non-polarizability of the SPC and TIP4P water models are responsible for much of the remaining errors. The solvent molecules themselves move on time scales such that a rigid (i.e. mean-field) approximation of the nearby covalent bonds is an accurate approximation, but the electron can easily adapt on the scale of bond vibration, and would diffuse faster in a flexible solvent model. Likewise, the mean-field polarization built into both the solvent models (via the enhanced but constant dipole moment) and the electron-water pseudopotential is quite approximate. It ignores both the anisotropic geometry of the system, as well as the many-body nature of the electrostatic polarization. Implementation of a fully polarizable model could be expected to further stabilize the ground state of the electron (although this is dependent on errors in the mean-field polarization in Eq. (1), which would not be
needed in a pseudopotential for interaction between an electron and polarizable water).

One should not expect, however, that an ever-improving series of classical water models (and pseudopotentials) should eventually converge to an arbitrarily accurate model for the hydrated electron, at least in an adiabatic quantum-classical dynamics simulation. Quantum dynamics, including excited states and quantum mechanical treatment of the solvent may be necessary for a truly quantitative and predictive simulation. Nonetheless, we expect that by carefully decoupling the various features of the solvent model (geometry, rigidity, polarizability) and examining their effects in isolation, it should be possible to understand the origins and the limitations of quantum-classical models of electron solvation. The present work has demonstrated that the geometry of the classical model has a noticeable effect on the properties of the water-electron system, although the effects are relatively small compared to the difference with experiment. The effects of water model rigidity and polarization will be explored in future work.
4.1 Introduction

Hydrated electrons play a significant role in a variety of biological and chemical processes. To better understand the properties and dynamics of hydrated electrons, extensive theoretical and experimental studies have been conducted on the behavior of a single electron in water\textsuperscript{45, 57, 64}. As the smallest quantum mechanical solute, a hydrated electron has given significant insight into the behavior of polar liquids such as water\textsuperscript{45, 46}.

A variety of water models have been used to study hydrated electrons in the past, ranging from rigid, nonpolarizable models (SPC)\textsuperscript{18} to flexible models (SPC/Flex)\textsuperscript{67} and polarizable models (pTIP4P)\textsuperscript{72-74}. A flexible version of the simple point-charge (SPC/Flex) water model was used by Rossky \textit{et al}. to study the adiabatic and nonadiabatic dynamics of a hydrated electron\textsuperscript{50, 51, 95, 96}. Staib and Borgis examined the shape fluctuation and diffusion of an electron solvated by a polarizable version of the four-point transferable intermolecular potential\textsuperscript{70} water (pTIP4P), using the floating spherical Gaussian orbital (FSGO) method\textsuperscript{97}.

Aremu-Cole and Stuart studied theoretically, the role of water geometries on the physical properties of a hydrated electron. The structural, energetic, and dynamical properties of a hydrated electron solvated by SPC and TIP4P water models were observed. Both models used in their comparisons were rigid, nonpolarizable models. It was found that the geometrical differences in the two
water models indeed affected the dynamics of a hydrated electron. Although the differences were small, they were statistically significant. The calculated ground state absorption spectrum is one of the key quantities discussed in these studies, and is repeatedly found to be blue-shifted by 0.5–0.7 eV from the experimental absorption peak.

The goal of this work is to theoretically study the energetics and dynamics of the hydrated electron using a polarizable and nonpolarizable water model. The effect of a polarizable fluctuating charge TIP4P-FQ water model and TIP4P water models on the energetics and dynamics of the solvated electron is analyzed. From prior studies, water models such as TIP4P-FQ and SPC-FQ, that explicitly account for polarization have shown tremendous improvements in both the gas and liquid phase properties of bulk water. Properties such as diffusion coefficient, radial distribution functions and dielectric constant calculated using polarizable water models better represent experimental data.

Fluctuating charge models allow charges within the system to evolve as dynamical variables, by combining the electronegativity equalization (EE) and the extended Langrangian methods. Using these methods, charges within a solvent molecule respond to changes in their local environment. This approach is superior to the use of fixed charge models because atoms and molecules experience realistic interactions with their local environments.

In section II, we discuss the details of our simulations, and the pseudopotential used for the electron-water interaction. In section III, we present and discuss the properties of the hydrated electron when solvated by both
polarizable and nonpolarizable water models. Conclusions are presented in section IV.

4.2 Computational details

A. Potential details

Charges, $q$, are given a fictitious mass, and the charge-charge interaction potential is described by equation (1),

$$\mathbf{U}(q,r) = \sum_{i=1}^{N_{mol}} \sum_{\alpha=1}^{N_{atoms}} E_\alpha(q_\alpha) + \sum_{i\alpha<j\beta} J_{i\alpha j\beta}(r_{i\alpha j\beta}) q_i q_j + \sum_{i\alpha<j\beta} V(r_{i\alpha j\beta}).$$  \hspace{1cm} (1)

The distance between atom $\alpha$ on molecule $i$ and atom by $\beta$ on molecule $j$ is $r_{\alpha \beta}$. Coulomb interactions for the charges are described by the second sum in equation (1), and non-Coulombic interactions are described by the third term, $V(r_{i\alpha j\beta})$. The energy of a system with $N_{mol}$ molecules containing $N_{atoms}$ atoms is represented by $U(q,r)$. The first term in $U(q,r)$ is the energy required to create a partial charge on any atom in the system and this energy is defined as,

$$E_\alpha(q_\alpha) = E_\alpha(0) + \tilde{\chi}_\alpha q_\alpha + 0.5 J_{\alpha\alpha}^0 q_\alpha^2.$$  \hspace{1cm} (2)

The Mulliken electronegativity is described by $\tilde{\chi}_\alpha$, and the hardness of the electronegativity of an isolated atom is given by $J_{\alpha\alpha}^0 / 2$. The calculation of $J_{\alpha\beta}$ is described in detail in Ref. 71, and is also described by Rappe et al. 108.

In our simulations the overall charge of each molecule is constrained to be neutral; therefore the overall electronegativity of each atomic site within any given molecule is equal. Charge neutrality constraints are enforced using the
method of undetermined Lagrangian multipliers\textsuperscript{71}, and the motion of charges is governed by the following equation of motion,

\[ M_q q_{i\alpha} = -\frac{1}{N_{\text{atom}}} \sum_{\beta = 1}^{N_{\text{atom}}} \left( \tilde{\chi}_{i\alpha} - \tilde{\chi}_{i\beta} \right) \quad (3) \]

where \( \tilde{\chi}_{i\alpha} = -\frac{\partial V}{\partial q_{i\alpha}} \), is the instantaneous electronegativity at any given atomic site, within the molecule, and

\[ -\frac{1}{N_{\text{atom}}} \sum_{\beta = 1}^{N_{\text{atom}}} -\tilde{\chi}_{i\beta} \quad (4) \]

is the average electronegativity of the molecule. The charge mass defined as \( M_q \), is a non-physical quantity, taken to have a value of \( 6.0 \times 10^{-5} \text{ (ps}^2 \text{ kcal)/(e}^2 \text{ mol)} \textsuperscript{71} \).

Using equation (3), new charges can be calculated for all charged interaction sites, as new positions are generated. Just as positions are integrated at every timestep, charges are integrated using the velocity Verlet algorithm and new charges are calculated with every new configuration generated.

The water-electron interactions are described in these simulations via a modified Rossky and Schnitker electron-water pseudopotential\textsuperscript{51}. Polarization is no longer treated implicitly as a mean-field potential in the pseudopotential; it is now treated explicitly via polarization of the solvent molecules. The mean-field polarization term is eliminated from the original electron-water pseudopotential, and the new electron–water pseudopotential can be written as

\[ V_{ps}(\mathbf{r}) = \sum_i S(r_i) \frac{-q_i}{|r_i|} + \sum_i \sum_j B_j^{(i)} \rho_i^{(j)} e^{-\rho_i^{(j)} |r_i-r_j|} \quad (5) \]

where the first sum represents the electrostatic interactions, and runs over all interaction sites \( i \) with position \( \mathbf{r}_i \) and charge \( q_i \). \( S(r) \) is a cubic spline that
smoothly turns off the electrostatic interaction inside a cutoff distance $r_u$, in order to avoid singularities when the electron interacts with a positive nucleus. This cutoff function is one at distances beyond $r_u = 0.4$ Å for hydrogen atoms and 0 Å for the M site (TIP4P-FQ). The final term represents the core repulsion potential arising from a double-$\zeta$ basis set of Slater orbitals. For the TIP4P-FQ water model, these Slater orbitals are centered on the atomic nuclei, with no orbitals residing on the TIP4P M site. The values of the constants $B$, $n$, and $r$ that characterize this effective interaction with the water pseudo-wavefunction can be found in the original description of the pseudopotential.

The water–water interactions are described via a potential that is a combination of a 12-6 Lennard-Jones potential, electrostatic interactions for both the atoms and charges, and the gas phase energy. The water-water interaction potential is described as follows,

$$U_{\text{int}} = \sum_{i<j} 4\varepsilon \left( \frac{\sigma}{r_{ij}} \right)^{12} - \left( \frac{\sigma}{r_{ij}} \right)^{6} + \sum_{i<j} \frac{q_i q_j}{r_{ij}} + \sum_i \left[ \frac{\rho_i}{r_{iM}} q_i + \frac{1}{2} \sum_j J_{ij} \left( r_{ij} \right) q_i q_j \right]$$

where the Lennard-Jones $\varepsilon$ and $\sigma$ parameters are 0.2862 kcal/mol and 3.159 Å, respectively and acts only on the oxygen atoms, and the second and third terms are electrostatic terms, previously described in equation (1).

B. Simulation details

A mixed quantum-classical simulation study of one electron solvated by 200 TIP4P-FQ water molecules was executed, at constant volume in a cubic box of length 18.17 Å. Periodic boundary conditions were used, with the minimum
image convention\textsuperscript{1}. The system was equilibrated for 98 ps at a temperature of 298±10 K using the Andersen thermostat\textsuperscript{17} with a variable resampling interval of 20-50 fs.

After equilibration, charge velocities were rescaled if charge temperatures defined as $qT$, became larger than 8 K, and atomic degrees of freedom are thermostatted with the Andersen thermostat at every 200 fs. A 50 ps dynamics simulation was performed after the equilibration period and all property averages were collected during this time.

The velocity Verlet algorithm\textsuperscript{109} was used to integrate the dynamics with a timestep of 1 fs, and the RATTLE algorithm\textsuperscript{93} was used to satisfy the rigid bond constraints of the TIP4P-FQ water model.

In the mixed quantum-classical system, the time evolution is treated within the Born-Oppenheimer approximation, with the quantum electron moving adiabatically on the ground state electronic surface. This ground state surface is obtained by solving Schrödinger’s equation at every timestep on a spatial grid of $16^3$ grid points using an iterative block Lanczos scheme\textsuperscript{101}. The solvent evolves under the classical forces due to the gradient of the water–water potential, as well as the quantum (Hellman-Feynman) force\textsuperscript{52} due to the electron.

### 4.3 Results

The properties of the hydrated electron have been studied using a polarizable, fluctuating charge water model, TIP4P-FQ. The structure (size) of the electron, its energetics, and its mobility are discussed below, and compared to
two previous studies; the first, a study of a hydrated electron using a flexible nonpolarizable water model, SPC/FLEX by Rossky et al.\textsuperscript{95,101}, and the second is a study of a hydrated electron solvated by two rigid nonpolarizable water models by Aremu-Cole and Stuart\textsuperscript{110}.

The average radius of gyration is used as a measure of the size of the hydrated electron. Comparing the width of the distribution in Figure 4.1 the effect of the solvent polarizability on the size of the electron can be analyzed. When we solvate the electron using the polarizable TIP4P-FQ water model, we observe that the size of the electron becomes smaller than had been previously documented using the TIP4P water model. Figure 4.1 shows the distribution of the radius of gyration obtained from solvating an electron with both the TIP4P-FQ and TIP4P water molecules.

We found the average (and standard deviation of the) radius of gyration to be 2.35(0.02) Å. Average radius of gyration values calculated using the SPC and TIP4P water models yielded values of 2.1(0.2) Å, and 2.0(0.1) Å, respectively.
At equilibrium the ground-state hydrated electron occupies an approximately spherical cavity, while the first three excited states have $p$-like geometry\textsuperscript{53, 101}. A time series of the energies of these four states is shown in Figure 4.2.
Figure 4.2: Energy (eV) versus time (fs) plots for the electronic energies of a hydrated electron solvated by TIP4P-FQ water molecules. The red line represents the ground state (s-like) and the first three excited states (p-like) of a hydrated electron are represented by the green, blue and purple lines. The lowest lying p-like state is represented by the green line, the blue line represents the second excited state energy, and the purple line represents the highest energy p-like state.

Average eigenenergy values have been calculated for each of the energy trajectories in Figure 4.2, and these values are reported in Table 4.1. The ground state energy -3.18 ± 0.3 eV is comparable to the experimental value of -3.32 eV (Ref. 100). When compared to the calculated average ground state eigenenergies obtained from the TIP4P water models, 2.79 ± 0.3 eV\textsuperscript{110}, the ground state energy of the electron in the TIP4P –FQ model is more stable and better represents the experimental value.
<table>
<thead>
<tr>
<th>Energy States</th>
<th>TIP4P-FQ Energies (eV)</th>
<th>TIP4P Energies (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ground state energy</td>
<td>-3.18 ± 0.01</td>
<td>-2.77 ± 0.02</td>
</tr>
<tr>
<td>First excited state</td>
<td>-0.46 ± 0.02</td>
<td>-0.43 ± 0.02</td>
</tr>
<tr>
<td>Second excited state</td>
<td>0.06 ± 0.01</td>
<td>-0.03 ± 0.01</td>
</tr>
<tr>
<td>Third excited state</td>
<td>0.52 ± 0.01</td>
<td>0.45 ± 0.02</td>
</tr>
</tbody>
</table>

Table 4.1: Average energies and standard deviations of the electronic energy states of a hydrated electron.

The $p$-like states in the TIP4P-FQ water model are split by $0.98 ± 0.03$ eV on average. The splitting of the $p$-like energies is broader using the TIP4P-FQ water model, than all three values previously reported using the SPC/FLEX$^{57}$, SPC and TIP4P water models$^{110}$. We find that the first three excited states using TIP4P-FQ is 10 % broader than the splitting observed using TIP4P. The average splitting value obtained using TIP4P was $0.89$ eV $± 0.03$. Cumulative distribution functions have been calculated and are shown in Figure 4.3. The cumulative distributions clearly show the energetic shifts due to the solvent model.
Figure 4.3: Normalized cumulative distribution functions for the energy levels associated with the electron. The red line represents the solvation using TIP4P-FQ water model and the blue line represent solvation using TIP4P water model.

The stabilization of the ground state energy is significant, as well as the destabilization of the higher energy $p$-states using TIP4P-FQ water. A simulated absorption spectrum was calculated from the energy values depicted in Figure 4.3. The calculated absorption spectrum of the electron solvated by TIP4P-FQ water molecules continues to be blue-shifted along with previously calculated data $^{57, 96, 110}$. In our case, the magnitude of the blue-shift is more severe in comparison to previously observed data. Using the TIP4P-FQ model, the maximum peak of the spectrum obtained is at 2.8 eV and a full width at half-maximum (FWHM) is 1.34 eV, whereas with the nonpolarizable TIP4P water model values of 2.6 eV.
(maximum) and 1.28 eV (FWHM) were calculated. Please refer to Section 3.3. The experimental maximum value is reported as 1.7 eV and the FWHM is reported as 0.8 eV. From these data the calculated absorption spectrum using both water models, is much broader than the experimental spectrum, and surprisingly the nonpolarizable TIP4P water model is better representative of the experimental data than the polarizable TIP4P-FQ water model.

![Cumulative Distribution Function](image)

**Figure 4.4:** Simulated absorption spectra for the hydrated electron in TIP4P-FQ (red line) and TIP4P (blue line) water models.

### 4.4 Conclusion

The effects of a polarizable water model on the physical properties of a hydrated electron have been studied. The TIP4P-FQ water model provides a
more realistic description of the geometric and electrostatic properties of water, including the bond length, bond angle, and average gas-phase and liquid-phase dipole moments. It also generally provides a better description of the structure and dynamics of liquid water, because charges respond to perturbation, and move in response to their local environments.

Several properties of the hydrated electron were considered. Among these are the eigenenergy of the ground state, and the three first excited states. Comparing average theoretically calculated energies of the ground state absorption spectrum; the polarizable TIP4P-FQ water model has shown dramatic improvements in comparison to both the SPC and TIP4P models. There is a significant stabilization in the ground state energy.

However, there have been several problems theoretically reproducing experimentally calculated properties of the hydrated electron. We had hoped that including polarization explicitly through solvent molecules, rather than using the approximate mean field polarization term in the Rossky-Schnitker electron water pseudopotential would help reduce the blue-shifting of the absorption spectrum relative to experiment. Since the TIP4P-FQ water model provides a more realistic description of the geometric and electrostatic properties of water, and it also generally provides a better description of the structure and dynamics of liquid water, we anticipated it would provide a more realistic solvent structure and fluctuations of the energies of a hydrated electron. But substantial errors remain in the energetics of the simulated hydrated electron.
In agreement with our previous study, we observe that the choice of water models significantly affects the theoretical properties of a hydrated electron. It is obvious from this study and the previous ones that the geometries and electrostatic treatments of water models will significantly affect energetic and dynamics of the hydrated electron.

After several analysis of solvent effects on the energetics and dynamics of the water models, we can certainly say that the choice of water models play a significant role in the energetic, structural and dynamic data obtained from simulation studies. We recommend the use of polarizable water model, TIP4P-FQ in conjunction with a reparameterization of the Rossky and Schnitker electron-water pseudopotential. There is a strong indication that the electron-water pseudopotential’s treatment of the core repulsion as seen in Section 3.2 A, is not sufficient to describe the solvent electron interactions.
CHAPTER FIVE
CONCLUSION

The effect of Berendsen, Langevin, Velocity rescaling and Andersen temperature control algorithms, on the dynamic behavior of liquid water has been studied. The partitioning of each system’s energy between the rotational and translational degrees of freedom, and how this differs for different thermostats, were elucidated. The effects of any violations of equipartition were also considered.

We found that the use of deterministic thermostats such the Berendsen and velocity rescaling thermostats have inherent problems associated with them. Without modifications such as periodically removing center of mass motions, and performing infrequent rescaling, these thermostats will severally dampen the internal energies, and extremely increase the linear momentums of atoms in the system. We recommend that for each simulation the choice of thermostat should depend on the experiment and data been collected. Keeping in mind that as translational energy increases and rotational energy decreases the physical meaning of the system of study begins to break down.

Our primary observation is that the flying ice cube effect is not limited to the velocity rescaling thermostat. This phenomenon also occurs in the Berendsen thermostat, and should be expected to occur in any thermostat that performs a deterministic, rather than stochastic, perturbation of atomic velocities in a way that depends on the system temperature. On the other hand, we confirm that stochastic thermostats such as the Andersen and Langevin algorithms correctly
bring the rotational and translational subsystems into thermal equilibrium, as should occur for proper equilibration in the canonical ensembles.

In Chapters 3 and 4, the effects of two different rigid, nonpolarizable water models and a polarizable water model on the physical properties of a hydrated electron have been studied. We find that all the models used inaccurately describe the hydrated electron. For instance, the simulated absorption spectrum, known to be blue-shifted with the Rossky pseudopotential, is even more blue-shifted as we attempt to improve on the type of water model used in our simulations. In Chapter 3 we thoroughly compared the effects of geometry on the properties of the hydrated electron. We used SPC, a simple point charge model and TIP4P, a model that is parameterized with correct bond length, and angles of water. The SPC and TIP4P water models do result in quantitatively different properties for the hydrated electron. In general, the hydrated electron is slightly better described when solvated with TIP4P water than with SPC water, at least when the Rossky pseudopotential is used. Neither model results in a truly accurate model of the hydrated electron, however. For example, the electron diffuses about 13% faster in TIP4P water than in SPC water, although the experimental diffusion rate is roughly three times larger. Likewise, the electron’s ground state energy is 0.20 eV lower in TIP4P water than in SPC water, but the physical electron is another 0.5 eV more stable. The simulated absorption spectrum, known to be blue-shifted with the Rossky pseudopotential, is even more blue-shifted in TIP4P than SPC, while the shape of the simulated absorption
spectrum is slightly better (more asymmetric with a high-energy tail) in TIP4P water.

Calculated properties such as ground state average eigenenergies, and shape of the absorption spectrum, favored the TIP4P model, and it appeared that improving water models might improve simulated results, bringing them in better agreement with experiment.

The effect of a polarizable water model on the physical properties of a hydrated electron was then studied. The TIP4P-FQ water model provides a more realistic description of the geometric and electrostatic properties of water, including the bond length, bond angle, and average gas-phase and liquid-phase dipole moments. It also generally provides a better description of the structure and dynamics of liquid water, because charges respond to perturbation, and move in response to their local environments.

We considered several properties of the hydrated electron. Comparing average theoretically calculated energies of the ground state absorption spectrum; the polarizable TIP4P-FQ water model has shown dramatic improvements in comparison to both the SPC and TIP4P models. We observed a significant stabilization in the ground state energy, but the absorption spectrum continues to be blue-shifted.

We had hoped that including polarization explicitly through solvent molecules, rather than using the approximate mean field polarization term in the Rossky-Schnitker electron water pseudopotential would help reduce the blue-shifting of the absorption spectrum relative to experiment. Unfortunately
theoretically properties continue to differ from experimental properties of a hydrated electron.

From all our simulations we conclude that the choice of water models affects the energetics and dynamics of the water models. We can certainly say that the choice of water models play a significant role in the energetic, structural and dynamic data obtained from simulation studies. We recommend the use of polarizable water model, TIP4P-FQ in conjunction with a reparameterization of the Rossky and Schnitker electron-water pseudopotential. There is a strong indication that the electron- water pseudopotential’s treatment of the core repulsion is not sufficient to describe the solvent electron interactions.
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